[bookmark: _Toc384385166][bookmark: _Toc384988745]Lattus Multi-hop Upgrade
[bookmark: _Toc384385167][bookmark: _Toc384988746]Objectives
Practice upgrading your Lattus system. In these steps, you will upgrade from version 3.1.4 to version 3.3.1. Upgrading to Lattus 3.3.1 is a two-step process--the first step is to upgrade to Lattus 3.2.1, and then upgrade from there to Lattus 3.3.1.

You will complete the following tasks in this lab:

· Identify where to download the latest version of Lattus software
· Upgrade Lattus from version 3.1.4 to 3.2.1
· Upgrade Lattus from version 3.2.1 to 3.3.1
[bookmark: _Move_Lattus_Software][bookmark: _Toc384988747]Move Lattus Software to the Management Controller Node
This has already been done for you. The 3.2.1 and 3.3.1 Lattus upgrade packages are already in the /root directory of Controller1.
[bookmark: _Toc384988748]Upgrade Lattus from 3.1.4 to 3.2.1
To upgrade Lattus from 3.1.4 to 3.2.1:

1. Using public IP address for Controller1, open PuTTY and access  the node.

[image: C:\Users\Bryce\AppData\Local\Temp\SNAGHTML86c9c6.PNG]

2. Use the following credentials to log into Controller1:

· Username: root
· Password: rooter

[image: L6_VMware_4]

3. Type 0 and the press Enter to exit out of the OSMI menu. The following prompt appears.

[image: L6_VMware_5]

4. Type qshell and press Enter.

[image: L6_VMware_6]

5. Run a health check on your environment by running this qshell command:

q.lattus.healthCheck()

[image: L6_VMware_7]

[image: noteV2]Note: Healthcheck may report errors. These errors are due to the virtual environment and can be ignored for this lab.

6. Type quit() and press Enter to exit qshell.

7. Make sure that you are in the /root directory and run the following command to extract the upgrade package:

tar xzf Lattus_3.2.1.tgz -C /opt/qbase3/

8. Open a screen session on Controller1:

screen -S 3.2.1.upgrade

9. Execute the following commands to upgrade Lattus:

cd /opt/qbase3/utils/
./apply_package.py -d -r -p Lattus_3.2.1

[image: SNAGHTML1c4fdf6]

A “*** DONE ***” message appears when the upgrade is complete. 

10. Leave the PuTTY session open and continue with the Upgrade Lattus from 3.2.1 to 3.3.1 procedure.
[bookmark: _Upgrade_Lattus_from][bookmark: _Toc384988749]Upgrade Lattus from 3.2.1 to 3.3.1
To upgrade Lattus from 3.2.1 to 3.3.1:

1. Access your PuTTY session and log in to your Controller1, if necessary.

2. Type qshell and press Enter.

3. Run a health check on your environment by running this qshell command:

q.lattus.healthCheck()

[image: noteV2]Note: Again, Healthcheck may report errors. These errors are due to the virtual environment and can be ignored. 

4. Type quit() and press Enter to exit qshell.

5. Make sure that you are in the /root directory and run the following command to extract the upgrade package:

tar xzf Lattus_3.3.1.tgz -C /opt/qbase3/

6. Open a screen session on the management node:

screen -S 3.3.1.upgrade

7. Execute the following commands to upgrade Lattus:

cd /opt/qbase3/utils/
./apply_package.py -d -r -p Lattus_3.3.1

The upgrade process begins, as shown in the following example.

[image: L6_VMware_8]

The initial upgrade takes approximately 30 minutes to complete. When complete, you will see “done”, as shown below.

[image: L6_VMware_9]

8. After the initial upgrade has finished, complete the upgrade by running the following commands:

cd /opt/qbase3/utils/
./apply_package.py -c -p Lattus_3.3.1

[image: L6_VMware_10]

A “*** DONE ***” message appears when the upgrade is complete.

9. Once the upgrade completes, close the PuTTY session and log out.
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root@Controllerl-1l:~# cd /opt/gbase3/utils/
root@Controllerl-1:/opt/gbase3/utils# ./apply package.py -d -r -p Lattus_3.2.1
-> Checking product branding
-> Checking MetaStore availability

—---> Retrieving remote machine information

---> Executing command sudo 1ls /opt/gbase3/var/patches/Lattus_3.2.1/.doafter |
done on remote node Storagel-1

---> Executing command sudo 1ls /opt/gbase3/var/patches/Lattus_3.2.1/.dss upgr]
ade completed on remote node Storagel-1

---> Executing command sudo 1ls /opt/gbase3/var/patches/Lattus_3.2.1/.
odules_upgrade completed on remote node Storagel-1

---> Executing command sudo 1ls /opt/gbase3/var/patches/Lattus_3.2.1/.i
d on remote node Storagel-1

---> Executing command sudo 1ls /opt/gbase3/var/patches/Lattus_3.2.1/.
ages_upgraded on remote node Storagel-1





image8.png
~# ca /opt/gbases/utils/

zootEControlleri-x: /opt/gbase3/ucilst ./apply_package.py -d -r -p Lattus_3.3.1
-> Checking software version

> Current software version is: 3.2.1.20

> Supported versions are: 3.2.1
-> Checking product branding
> Checking MetaStore availability

> Retrieving remote machine information

> Executing command sudo 1s /opt/qbase3/var/patches/Lattus_3.3.1/.doafter |
aone on remote node Controllers-1

> Executing command sudo 1s /opt/qbase3/var/patches/Lattus_3.3.1/.dss_upgr]

ade_completed on remote node Controller-1





image9.png
> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
aone on remote node Controllerz-1

> Executing command sudo 1s /opt/gbase3/var/patches/Lattus_3.
[2ae_completed on remote node Controllerz-1

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
oqules_upgrade_completed on remote node Controller2-1

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
4 on remote node Controllerz-1

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
[2ges_upgraded on remote node Controllerz-1

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
2de_completed

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
[2ges_upgraded

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
[oautes_upgrade_completed

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.

Warning:

-+ Picase run the paten with —c oprion o finalize the BitSpread upgrade.
zoot6Controller1—x:/opt/gbases/urilat ||
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[a on remote node Controllerz-1
> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
[2ges_upgraded on remote node Controllerz-1
> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.

> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
2de_completed
> Executing command sudo ls /opt/gbase3/var/patches/Lattus_3.
2ges_upgraded
sudo 1s /opt/gbase3/var/patches/Lactus_3.

sudo 1s /opt/gbase3/var/patches/Lactus_3.

++ Please run the patch with -c option to finalize the BitSpread upgrade.
root@Controlleri-x:/opt/gbase3/utilst cd /opt/gbase3/utils/
zootEControlleri-x:/opt/gbase3/ucilst ./apply_package.py - -p Lattus 3.3.1
-> Checking software version

-> Checking product branding

> Checking MetaStore availability

-> Upgrading BitSpread meta data

> Waiting for BitSpread upgrade to complete
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1ogin as: root
z00t€10.20.87.120" s password:
ie1come to Ubuntu 12.04.1 LTS (GNU/Linux 3.2.0-30-generic x86_64)

* Documentation: https://help.ubuntu.com/
System information as of Thu Apr 10 13:24:35 MDT 2014

System load: 0.09 Users logged in:
Usage of /:  26.8% of 24.59GB  IP address for echO:
Memory usage: 48% 1P address for ethl
Swap usage: 0% 1P address for eth2:
Processes: 162

Graph this data and manage this system at https://landscape.canonical.com/

Last login: Wed Apr 9 16:15:50 2014 from 10.20.9.148
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gshell

-> Introduction to features.
-> python help system.

-> Details about 'object!.

-> Extended details about 'object'.

Type q. and press [TAB] to list gshell library

[Type 1. and press [TB] to list interactive commands





image5.png
12 (11: g.latcus.nealtnCheck()
*#*ERRORTRACEBACK***
Traceback (most recent call last):

~  File "/opt/gbase3/1ib/python2.6/site-packages/IPython/iplib.py", line 2257,
in runcode

exec code_obj in self.user_global ns, self.user_ns
~  File "<ipython console>”, line 1, in <module>
~ AttributeError: PYMonkey instance has no attribute 'lattus’

*#*ERROR#** <type 'exceptions.AttributeError’>

<type 'exceptions.AttributeError'> PYMonkey instance has no actribute
[<tracepack object at oxis3zeso>

*lattus®

Detailed logs, stackrace & locals can be found at /opt/qbases/var/log/errors/al
snell/packtrace_10_Bpr_2014_19_35_07.1og

|<1:cation to stop or continue (s=stop) (t=getTrace): ||





