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. Preface

This manual contains the following chapters:

o Chapter 1: Introduction

o Chapter 2: StorNext Graphical User Interface (GUI) Overview

o Chapter 3: The Configuration Wizard

o Chapter 4: File System Tasks

o Chapter 5: Storage Manager Tasks

o Chapter 6: Replication and Deduplication

o Chapter 7: Tools Menu Functions

« Chapter 8: Service Menu Functions

o Chapter 9: Converting to HA
o Chapter 10: StorNext Reports

o Chapter 11: Lattus Object Storage

« Chapter 12: Object Storage and Cloud
« Chapter 13: Q Cloud

o Appendix A: Operating Guidelines

o Appendix B: Additional Replication and Deduplication Information

« Appendix C: High Availability Systems
o Appendix D: Web Services API

o Appendix E: Storage Manager Truncation

o Appendix F: Security
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o Appendix G: Troubleshooting

« Appendix H: StorNext Offline Notification

« Appendix I: RAS Messages

o Appendix J: Repairing and Replacing StorNext Metadata Servers

o Appendix K: Coherency for workflows in NAS and SNFS Environments

This manual is written for StorNext 6 operators, system administrators, and field service engineers.

Notational Conventions

This manual uses the following conventions:

Convention Example

User input is shown in bold monospace font. ./DARTinstall

Computer output and command line examples are shown in ./DARTinstall

monospace font.

User input variables are enclosed in angle brackets. http://<ip_address>/cgi-bin/stats
For UNIX and Linux commands, the command prompt is implied. ./DARTinstall

is the same as

# ./DARTinstall

File and directory names, menu commands, button names, and /data/upload
window names are shown in bold font.

Menu names separated by arrows indicate a sequence of menus to Utilities > Firmware
be navigated.

The following formats indicate important information:
0 Note: Note emphasizes important information related to the main topic.
Caution: Caution indicates potential hazards to equipment or data.

WARNING: Warning indicates potential hazards to personal safety.

» Right side of the system - Refers to the right side as you face the component being described.
« Leftside of the system - Refers to the left side as you face the component being described.

« Data sizes are reported in base 10 (decimal) rather than base 210 (binary). For example:
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10,995, 116,277,769 Bytes are reported as 11.0 TB (decimal/1000). In binary, this value is 10 TiB
(binary/1024).

Product Safety Statements

Quantum will not be held liable for damage arising from unauthorized use of the product. The user assumes
all risk in this aspect.

This unitis engineered and manufactured to meet all safety and regulatory requirements. Be aware that
improper use may result in bodily injury, damage to the equipment, or interference with other equipment.

WARNING: Before operating this product, read all instructions and warnings in this document and in
the Quantum Products System, Safety, and Regulatory Information Guide.

ADVARSEL: Lees alle instruktioner og advarsler i dette dokument og i Informationsvejledning
vedrgrende system-, sikkerheds- og lovbestemmelser for Quantum produkter, for produktet betjenes.

AVERTISSEMENT : Avant d’utiliser ce produit, lisez toutes les instructions et les avertissements de ce
document et du Guide d’informations sur le systeme, la sécurité et la réglementation de Quantum.

WARNUNG: Lesen Sie vor der Inbetriebnahme dieses Produkts alle Anleitungen und Warnungen in

diesem Dokument und im System-, Sicherheits- und Betriebsbestimmungen-Handbuch fiir Quantum-
Produkte.

ADVERTENCIA: Antes de hacer funcionar este producto, lea todas las instrucciones y advertencias

de este documento y de la Guia de informacién normativa, del sistema y de seguridad de los productos
de Quantum.

VARNING: Las igenom alla instruktioner och varningar i detta dokument och i Quantums
produktsystem, sékerhet och reglerande informationsguide innan denna produkt anvands.

BHUMAHMUE! lNepen Hayanom akcnnyataumm 4aHHOro n3genus npovTUTe BCe NHCTPYKLMKU U

npeaynpexnexHua, npymeseaeHHble B HaCToALWeM JOKyMEeHTE N B PyKoeodcmee 10 cucmeme, mexHuKke
6esonacHocmu u aelemGyI-OLL(UM HOpMamueam KoMraHuu Quantum.

& AHBEFEAINDAENC. AEE [QuantumBE X T L, T2, HHAEHRST 1 F] I
SRTNSTRTORBEBEEEBHEA L EL,

ol it
ﬂ*ﬂ i

20 = N3Ss &so)| 0l @ 2M 2t Quantum M E AIAE, oF8 2 72X F2 EF A0 U[=
PEXNFNEBIE FXELIO

EE  wREATRZAE] , BIRNEAIIERN Quantum /7 i 5 4 g e A M B 15 B B A
U B ATE

T BIEILE - SBREAIE R K Quantum Em A4 H A &M PRI REANE
Hanhe -
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For the most up to date information on StorNext 6, see:

https://www.quantum.com/serviceandsupport/get-help/index.aspx#contact-support

Contacts

For information about contacting Quantum, including Quantum office locations, go to:

https://www.quantum.com/aboutus/contactus/index.aspx

Comments

To provide comments or feedback about this document, or about other Quantum technical publications,
send e-mail to:

doc-comments@quantum.com

Getting More Information or Help

StorageCare™, Quantum'’s comprehensive service approach, leverages advanced data access and
diagnostics technologies with cross-environment, multi-vendor expertise to resolve backup issues faster
and at lower cost.

Accelerate service issue resolution with these exclusive Quantum StorageCare services:

« Service and Support Website - Register products, license software, browse Quantum Learning
courses, check backup software and operating system support, and locate manuals, FAQs, firmware
downloads, product updates and more in one convenient location. Get started at:

https://www.quantum.com/serviceandsupport/get-help/index.aspx#contact-support

« eSupport - Submit online service requests, update contact information, add attachments, and receive
status updates via email. Online Service accounts are free from Quantum. That account can also be used
to access Quantum’s Knowledge Base, a comprehensive repository of product support information. Get
started at:

https://www.quantum.com/customercenter/

For further assistance, or for training opportunities, contact the Quantum Customer Support Center:
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Region Support Contact

North America 1-800-284-5101 (toll free)
+1-720-249-5700

EMEA +800-7826-8888 (toll free)
+496131 324 185

Asia Pacific +800-7826-8887 (toll free)
+603-7953-3010

For worldwide support:

https://www.quantum.com/serviceandsupport/get-help/index.aspx#contact-support

Worldwide End-User Product Warranty

For more information on the Quantum Worldwide End-User Standard Limited Product Warranty:

https://www.quantum.com/serviceandsupport/warrantyinformation/index.aspx
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~ Chapter 1: Introduction

This guide is intended to assist StorNext users to perform day-to-day tasks with the software. This guide
also describes how to generate reports. Quantum recommends using the graphical user interface to
accomplish tasks, but an appendix provides alternative procedures for users who wish to perform those
tasks via the command line interface.

StorNext is data management software that enables customers to complete projects faster and confidently
store more data at a lower cost. Used in the world's most demanding environments, StorNext is the
standard for high performance shared workflow operations and multitier archives. StorNext consists of two
components: StorNext File System (SNFS), a high performance data sharing software, and StorNext
Storage Manager (SNSM), the intelligent, policy-based data mover

This chapter introduces StorNext and contains the following topics:

StorNext Gateway Terminology .. ...l 1
About the StorNext File System ... 2
About StorNext Storage Manager ... 3
About StorNext LAN Cllents ... 3
StorNext Features ... . 3
StOrN Xt LiMitS . 4
StorNext Use Cases and File System Restart Requirements ... 6

StorNext Gateway Terminology

For the purposes of this document, we will use the following terminology:
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About the StorNext File System

StorNext Gateway Term Description Historical Customer-configured

Gateway Equivalent Terminology

StorNext Gateway A StorNext Gateway is a StorNext ~ Gateway Server; Server; LAN server,
SAN Client which allows LAN- LAN-based server; DLC Gateway server;
based client connectivity to a Clustered Gateway; DLC Gateway; DLS

StorNext File System.

StorNext LAN Client A LAN-connected computer StorNext DLC
attached to a StorNext Gateway
that has shared access to a

StorNext SAN.
StorNext Gateway Metrics A performance reporting and N/A, newly created for StorNext
monitoring software module for Gateway

StorNext Gateways.

How the StorNext Gateway license is enabled depends on the current configuration:

« The StorNext G300 Gateway Appliance and the StorNext M660 Metadata Appliance have a “per
Gateway” license model. This license allows you to add clients without having to purchase additional
individual licenses.

« For new customers with no existing StorNext components, the license comes from the factory pre-
installed and enabled for use with the StorNext G300 Gateway Appliance and the StorNext M660
Metadata Appliance.

« For customers with existing customer-configured MDCs, if you choose to install the StorNext G300
Gateway Appliance or the StorNext M660 Metadata Appliance with the Gateway feature enabled in the
same StorNext configuration as a customer-configured DLC gateway, you will be limited to the existing
client DLC license count.

@ Note: The Gateway license is located on the StorNext G300 Gateway Appliance and the StorNext
M660 Metadata Appliance. To determine whether existing StorNext Gateway licenses are enabled,
click the Connected Licensed Gateways link at the bottom of the StorNext license screen on the
associated MDC.

About the StorNext File System

The StorNext File System streamlines processes and facilitates faster job completion by enabling multiple
business applications to work from a single, consolidated data set. Using SNFS, applications running on
different operating systems (Windows, Linux, Solaris, HP-UX, AIX, and macOS X) can simultaneously
access and modify files on a common, high-speed SAN storage pool.

This centralized storage solution eliminates slow LAN-based file transfers between workstations and
dramatically reduces delays caused by single-server failures. In high availability (HA) configurations, a
redundant server is available to access files and pick up processing requirements of a failed system, and
carry on processing.
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About StorNext Storage Manager

0 Note: The maximum supported file name is 255 bytes. The maximum supported path length is 1023
bytes. In Linux, paths may be longer than 1023 bytes, but such paths are not compatible with certain
StorNext features including Storage Manager, Directory Quotas, and Replication.

About StorNext Storage Manager

StorNext Storage Manager enhances the StorNext solution by reducing the cost of long term data
retention, without sacrificing accessibility. SNSM sits on top of SNFS and utilizes intelligent data movers to
transparently locate data on multiple tiers of storage. This enables customers to store more files at a lower
cost, without having to reconfigure applications to retrieve data from disparate locations. Instead,
applications continue to access files normally and SNSM automatically handles data access — regardless of
where the file resides. As data movement occurs, SNSM also performs a variety of data protection services
to guarantee that data is safeguarded both on site and off site.

About StorNext LAN Clients

In addition to supporting StorNext clients attached via fibre channel, StorNext also supports LAN clients.
Unlike a direct-attached StorNext SAN client, a LAN client connects across a LAN through a gateway
server, which includes the StorNext G300 and StorNext M660. Gateway servers are themselves directly-
connected StorNext SAN clients. The StorNext M660 is a Metadata Controller (MDC) which can also be
licensed to function as a gateway server. Gateway servers process requests from LAN clients in addition to
running applications.

For more information about StorNext licensing, see Licenses on page 25, and the StorNext Licensing
Guide.

StorNext provides LAN client and Gateway information via the status monitors on the StorNext home page.
More detailed information is available through the Clients Report and LAN Client Performance Report. For
more information about StorNext reports, see StorNext Reports on page 593.

Before you can fully use StorNext LAN clients, you must first configure a gateway server and LAN clients as
described in the StorNext Installation Guide.

StorNext Features

Separate licenses are required for various StorNext features, as well as to perform an upgrade to a new
release. If you add new StorNext features, you must enter license information for those new features as
described in the section Licenses on page 25.
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StorNext Limits

StorNext Limits

While the limits listed below are accurate as of the publish date, Quantum continues to test performance, so
the numbers change over time. Quantum updates the limits listed below on an as-needed basis in each
release, depending on new features and hardware supported.

For overall StorNext requirements and compatibility, see the StorNext 6 Compatibility Guide.

StorNext Software Limits

@ Note: The values are tested limits and not architectural limits.

Description Limit

The maximum supported 255 bytes
file name.

The maximum supported 1023 bytes
path length. 0 Note: This number is subject to the Operating System limitations.
0 Note: In Linux, paths may be longer than 1023 bytes, but such paths are not

compatible with certain StorNext features including Storage Manager,
Directory Quotas.

The maximum number of 512
LUNs per file system.

The maximum number of 127
LUNSs per data stripe

group.

The maximum number of 256
stripe groups per file
system.

The maximum number of 256
tape drives.

The maximum number of 1500
SAN and LAN clients.

The maximum number of 64

LAN Gateways. 0 Note: This number represents the number of DLC servers supported, not the
number of StorNext clients running as NAS gateways. For NAS limits, see
StorNext NAS Limits on the next page.
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StorNext Limits

Description Limit

The maximum number of 5 billion
files in a non-managed file
system.

The maximum number of 1 billion
files in a managed file
system.

The maximum number of 3.5 billion
managed files on a single
MDC.

The maximum number of 8
file system managers
(FSMs) per MDC.

The maximum number of 16
StorNext mount points on
a host.

The maximum size of a 2 petabytes
single file.

The maximum (default) file 2 tebibytes

size for Storage Manager 0 Note: To adjust the default maximum file size, see System Parameters, and
stores. also refer to the MAX_STORE_SIZE system parameter in the fs_
sysparm.README file.

StorNext NAS Limits

Description Limit

The maximum number 8

of supported nodes in Note: The number of nodes in a cluster can be higher than 8 al h
a StorNext NAS 0 ote: € numMDpber Orf Nodes In a Ccluster can be nigher than o In special cases where

the number of connected clients is low but the resource requirement per clients is
high. In most other cases, exceeding this limit will gate performance on additional
nodes due to additional cluster synchronization operations.

cluster.
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StorNext Use Cases and File System Restart Requirements

Description Limit

The maximum number 100
of connected users on @ Note: Supported StorNext MDC appliances:
StorNext MDC
appliances (per node). « Xcellis Workflow Director
« Xcellis Foundation
« Artico
o StorNext M660 and M440 Metadata Appliances

« StorNext Pro Foundation

The maximum number 1200

of connected users @ Note: Supported StorNext Gateway appliances:
per StorNext Gateway
appliance. « Xcellis Workflow Extender

o G300 Gateway

StorNext Use Cases and File System Restart
Requirements

Use cases such as the following require a restart of StorNext services:
« Expanding the file system

» Modifying file system settings

« Adding or removing a High Availability (HA) license

StorNext 6 User's Guide 6
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B User Interface (GUI) Overview

This section describes how to access and navigate through the StorNext GUI.

0 Note: StorNext supports internationalization for the name space of the file system. This support is fully
UTF-8 compliant. It is up to the individual client to set the proper UTF-8 locale.

This chapter contains the following topics:

Accessing the StorNext GUI 7
The StorNeXt HOmMeE Page .. ..o e 10
AcCCEsSs STOTN Xt CONNECt . L 22

Accessing the StorNext GUI

The StorNext GUI is browser-based and can be remotely accessed from any machine with access to the
StorNext server.

@ Note: The MDC host-name must be resolvable on DNS or have a local entry in the local MDC

/etc/hosts file. If the MDC host-name can not be resolved, you will not be able to log in to the
StorNext GUI from the web browser client.

StorNext Browser Support

StorNext browser requirements are listed in the StorNext Compatibility Guide.
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Accessing the StorNext GUI

0 Note: To ensure proper browser operation, all monitors must be set to display at a minimum resolution

of 1024 x 768. If you use a pop-up blocker, then disable the pop-up blocker to ensure that StorNext
displays properly.

@ Note: Ifthe GUI menu items do not render correctly (they appear off-screen or are hidden), then

expand the browser window height slightly.

Internet Explorer 9 Security Settings

Some Internet Explorer 9 default security settings could prevent StorNext from operating properly with this
browser.

How To Follow the procedure below to enable security options in Internet Explorer 9:

1. Launch Internet Explorer 9.

2. Onthe Tools menu, click Internet Options.
3.
4

. Enable the following parameters in the ActiveX controls and plug-ins section:

Click the Security tab and then click Custom level....

« Allow Scriptlets

« Only allow approved domains to use ActiveX without prompt
« Run ActiveX controls and plug-ins

« Script ActiveX controls marked save for scripting*

« SetDownload signed ActiveX controls to Prompt

Enable Display mixed content in the Miscellaneous section.

6. Click OK.

Click the Advanced tab and un-check Do not save encrypted pages to disk in the Security
section.

Click OK.

Close Internet Explorer 9 and then restart the application.

Access the StorNext GUI

. Open aWeb browser.

In the browser’s Address field, type the full address of the machine and its port number, and then press
Enter. For example:

https://<machine name>:<port number>

Use the name of the machine and port number you copied when you installed the StorNext software.
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© Note: Typically, the port number is 81. If port 81 is in use, use the next unused port number. For
example, 82, 83, and so on.

0 Note: The StorNext GUI may be inaccessible in a Web browser, with one of the following error
messages displayed:
For Firefox: Unable to connect. Firefox can't establish a connection to the
server.

For Internet Explorer: Internet Explorer cannot display the web page.

If you encounter either of these conditions, restart the StorNext GUI on the MDC server by
performing the following:

Open aroot UNIX shell window on the MDC, then run the command service stornext_web
restart. The service command returns before the service is ready to be accessed by a
browser. Wait a few moments before trying to connect, and then retry if that fails.

After you enter the machine name and port number, the following window appears:

Quantum.

Username

3. Inthe User ID field, type admin.
4. Inthe Password field, type password.

5. Click Login.
ﬂ Note: Depending on your browser configuration, you may receive a warning message informing
you the web site’s security certificate is not trusted. Refer to your browser documentation for

procedures on how to accept and trust a self-signed SSL security certificate, or contact your local
System Administrator for assistance.
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@ Note: When you start the StorNext GUI for the first time after installing StorNext, the GUI End
User License Agreement is presented. Read the agreement and click Accept to start the GUI.
After accepting the End User License Agreement, the Configuration Wizard Welcome page
displays. The Configuration Wizard guides you step-by-step through the process of configuring
StorNext. Proceed to Configuration Wizard on page 23.

6. The StorNext Home page appears (refer to The StorNext Home Page below).

@ Note: Ifthe StorNext File System and Storage Manager components are not currently started,
the StorNext Tools > System Control page appears. On this screen you can determine if the
StorNext File System and Storage Manager components are currently started. If not, click Start
for each component to start them. Click the home (house) icon in the upper right corner to go to

the StorNext Home Page.
Quantum. # @ Logoff
Configuration  Tools  Service  Reports  Help
dmin
File System  Storage Manager Primary  Secondary
9, Tools > System Control 2]

Boot Options
Automatically start StorNext software at boot time? )

The StorNext Home Page

On the home page you will find the following:

« Status and Capacity Monitors for file systems, libraries, storage disks, and tape drives
« Dropdown Menus: Configuration, Tools, Service, Reports and Help

« Current status indicators for the file system and Storage Manager

« Alink to the tickets page (if tickets exist)

« Alink to admin alerts (if they exist)
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« Alinktothe Library Operator Actions Required page if actions exist
« Alink to blockpool status if the blockpool is in the process of starting up

From any page you can return to the StorNext home page by clicking the Home (house) icon in the upper
right corner of the screen. Beside the Home icon is a question mark icon. Clicking this icon displays a list of

StorNext online help topics. Displayed in the upper right corner beneath the home and help icons is the user
name or IP address of the StorNext user currently logged in.

StorNext ’_5} A @ Logoff

Configuration Tools Service Reporis Help

admin

File System Storage Manager Primary Secondary

fAHome (2]

Last Refreshed 2018-08-06 17:04:42 CDT Refresh Rate | Manual v

File Systems Libraries Tape Drives Storage Disks
Status Status Status Status
Total (2) Total (0) Total (0) Total (0)
m Error = Warning Normal m Error = Warning Normal m Error = Warning Mormal m Error = Warning Mormal
Capacity Capacity Licensed Capacity ¥ Capacity ¥
Toral (375.9 GiB) Total (0 By Total (L0OO TiB)y Total (100 TiB)y
m Used [ Free m Used 1 Free m Used | Free m Used | Free
Mounted Clients 5 Used Capacity 0 B (0%) Used Capacity 0 B (0%) Used Capacity 0 B (0%)
LAN Clients 0 Mounted Media 0
Store Candidates 0 @ Unformatted Media 0
Truncation Candidates 0 B Used Slots 0
Total Slots 0

Used Vault Slots 0
Total Vault Slots 0

Disk Usage Statistics

Used Branded Disk 0B
Used Certified Licensed Disk Not
Licensed
d Uncertified Licensed Disk Mot
/ Licensed

StorNext Monitors

The StorNext Home Page displays the following status and capacity monitors which are used to show the
current state of the StorNext system:

o File Systems Capacity Monitor on the next page

o Libraries Capacity Monitor on page 13

o Storage Disks Capacity Monitor on page 13
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o Tape Drive Status on page 14

« Policy Capacity Monitor on page 14

Use these monitors to view current statistics of managed or unmanaged file systems and configured
libraries and/or drives, including file system, library, and drive information. Each of the status monitors
provides an at-a-glance view of the total number of components (file systems, libraries, storage disks, or
tape drives) and the current state of the file system: green for normal, yellow for warning, and red for error.

0 Note: The capacity indicators on the StorNext home page provide approximations and may not
accurately summarize the actual current capacity. If you require accurate, up-to-the-minute capacity
information, click the Capacity areas of the home page to view current capacity.

The information shown in the monitors is refreshed periodically. You can specify the refresh rate by
choosing the desired interval from the Refresh Rate list:

« NoRefresh
» 30 seconds
« 1 minute

» 2 minutes
« 5minutes

¢ 10 minutes

File Systems Capacity Monitor

The File Systems Capacity Monitor provides the following information:
«» Total space for the file system

« A graphical representation of the free and used space amount

« The number of active StorNext SAN clients (connected via fibre channel or iISCSI) for which you are
licensed

» The number of StorNext LAN Clients for which you are licensed. For more information about LAN
Clients, see StorNext LAN Clients above.

« The number of store candidates, which are files selected for storage to secondary media.

@ Note: The number is only displayed if a managed file system exists.

0 Note: Click the tool-tip icon to display the breakdown across multiple managed file systems. The
value is only displayed when the count is greater than one.

« The number of files that have been stored and meet the criteria to become a truncation candidate.

0 Note: The number is only displayed if a managed file system exists.
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ﬂ Note: Click the tool-tip icon to display the breakdown across multiple managed file systems. The
value is only displayed when the count is greater than one. For performance reasons, the tool-tip
displays an Estimated Truncation Candidate count, if there are more than one million
candidates. If there are less than one million candidates, the actual value is displayed. You can
configure the value of the estimate threshold by setting the SHOWC_TRUNC_ESTIMATE system
parameter value. The larger the value, the longer it might take to determine the number of
candidates.

« Current status: Error, Warning or Normal. "Error" indicates that the file system is down, whereas a
Warning status indicates the usage of space in the file system is high.
Libraries Capacity Monitor
The Libraries Capacity Monitor provides the following information:
« Total space (in GiB) for the library.
@ Note: This amount is an approximation if the library contains unformatted media.
« A graphical representation of the library's free and used space amount
« The amount (in GiB) and percentage (%) of used capacity of the library
ﬂ Note: The amounts are an approximation if the number of unformatted media is greater than zero.
« The number of mounted media
o The number of unformatted media
o The number of used slots
« The total number of slots
« The number of used vault slots
@ Note: This value is only displayed if you have a Vaulting license installed on your appliance.

« The total number of vault slots

0 Note: This value is only displayed if you have a Vaulting license installed on your appliance.

Current status (Error, Warning or Normal)

Storage Disks Capacity Monitor

The Storage Disks Capacity Monitor provides the following information:
« Total number of storage disks

« A graphical representation of the free and used space amount

o Current status (Error, Warning or Normal)
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Tape Drive Status

The Tape Drive Status Monitor provides the following information:
« Total number of tape drives

« A graphical representation of the free and used space amount

o Current status (Error, Warning or Normal)

Policy Capacity Monitor
The Policy Capacity Monitor provides the following information:
« Total space (in GiB) for policy

« A graphical representation of the free and used space amount

0 Note: The home page status and capacity monitors are intended to give you an approximate at-a-
glance view of all the file systems, libraries, storage disks etc. on your system.

For a detailed, more accurate summary of your system's components, click inside one of the Status or
Capacity boxes to view all file system, libraries, storage disks, and so on. For example, click inside
either the File Systems Status or Capacity box to view all file systems.

StorNext Home Page Dropdown Menus

The dropdown menu options located in the bar at the top of every page allow you to access StorNext setup,
tools, service, and reporting options. The StorNext home page contains these drop-down menus and menu

options:
The Configuration Menu

The Configuration menu contains the following options that allow you to perform both initial and ongoing
setup and configuration tasks for your StorNext system.

Option Description

Configuration Launch the StorNext Configuration Wizard.

Wizard

Licenses Enter or view license information for StorNext features.

System Manage the cluster network interfaces between HA nodes, NTP, DNS, hostnames,

gateway, domain and set bonding options.

0 Note: This option is only visible on StorNext M660, M440, M330, Pro Foundation,
Artico Metadata Appliances, and Xcellis Workflow Director systems.

StorNext 6 User's Guide 14



Chapter 2: StorNext Graphical User Interface (GUI) Overview
The StorNext Home Page

Option Description

Name Servers Enter and set order for servers used for StorNext file systems.

File Systems Add a file system to your environment.

Storage Add a library or storage disk, or set up data replication and deduplication. Additionally, you
Destinations can add Object Storage Destinations, or Q-Cloud Storage Destinations.

Storage Policies Add a storage policy to afile system.

Email Server Configure the email server to use for notifications.
Email Configure email notifications for Service Tickets, Admin Alerts, StorNext Backups, and
Notifications Policy Class Alerts.

The Tools Menu

The Tools menu contains options to control day-to-day operations of StorNext.

User Accounts Control user access to StorNext tasks.
Client Download Download SNFS client software.
Firmware Upgrade Perform a firmware upgrade for your HA system.

0 Note: This option is only visible on StorNext M660, M440, M330, Pro
Foundation, Artico Metadata Appliances, and Xcellis Workflow Director

systems.
Dynamic Application Displays the current status of your virtual machine environments.
Environment
System Control Stop or start the file system or StorNext Storage Monitor, and specify

whether to automatically start StorNext at system startup.

Object Storage Certificates View, create, import, convert, download, and delete Object Storage
certificates.
File and Directory Actions Perform file-related and directory-related tasks on managed file systems

such as storing and moving files, recovering and retrieving files and
directories, and modifying file attributes.

Object Storage Buckets Enables you to scan for, add new, and delete existing Object Storage
buckets.
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Menu Item Description

File Systems: Label Disks Label disk drives.

File Systems: Check File Run a check on your file system before expanding the file system or
System migrating a stripe group.

File Systems: Affinities Configure affinities for your file system.

File Systems: Migrate Data Migrate the file system's stripe group(s).

File Systems: Stripe Group Manage the file system's stripe group(s).

Actions

File Systems: Truncation Manage the file system's truncation parameters.

Parameters

File Systems: Manage Quotas The quota system provides a means for limiting the amount of disk storage
consumed on a per user or per group basis across an entire file system or
within a designated directory hierarchy.

Storage Manager: Storage View current status for libraries, storage disks, and tape drives; place one or
Components more of these components online or offline.

Storage Manager: Drive Pools  Add, modify, or delete drive pools.

Storage Manager: Media Remove media from a library or move media from one library to another.
Actions

Storage Manager: Media Perform various actions on the storage media manifests in your library.
Manifests

Storage Manager: Storage Specify types of file names to exclude from StorNext Storage Manager.
Exclusions

Storage Manager: Truncation Specify files or directories to exclude from the truncation process.
Exclusions

Storage Manager: Tape Enter parameters for automatically consolidating space on tape media.

Consolidation

Storage Manager: Library Enter or eject media from the Library Operator Interface.
Operator Interface

Storage Manager: Software View or cancel pending software requests.
Requests
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Menu Item Description

Storage Manager: Scheduler Schedule file system events including Clean Info, Clean Versions, Full
Backup, Partial Backup, and Rebuild Policy.

Storage Manager: Alternate Alternate Retrieval Location allows you to specify a remote retrieval
Store and Retrieval Location location to use in situations where files stored on tape or a storage disk
cannot be accessed.

Alternate Store Location provides an automatic system for copying files
from a main instance of StorNext to a remote instance of StorNext at the
same time as copies are made to tertiary storage at the main site.

Storage Manager: Distributed Spread the distribution of data across several machines rather than the
Data Mover primary server.

Storage Manager: Drive Allows you to update the drive serial number mappings.
Replacement

Storage Manager: Client-side Lists the master keys that can be used for client side encryption.
Encryption

Storage Manager: System Allows you to set and modify StorNext system parameters.
Parameters

Storage Manager: Convert Allows you to split a global datafile into separate files for each table.
Database

Replication/Deduplication: View current replication process, or pause, resume, or stop replication.

Administration

Replication/Deduplication: Add a host or directory for date replication, or edit existing replication targets.
Replication Targets

Replication/Deduplication: Configure replication bandwidth limits and multi-link.
Replication Bandwidth

High Availability: Convert Convert to a high availability configuration.

High Availability: Manage Manage High Availability system parameters.

The Service Menu

The Service menu contains options to monitor and capture system status information.
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Menu
Option

Health
Check

Capture
State

Capture
DSET

System
Backup

Admin
Alerts

Tickets
Logging

Web
Services

(vV2)

Description
Perform one or more health checks on StorNext and view recent health check results.
Obtain and preserve detailed information about the current StorNext system state.

Obtain and preserve detailed information about the current StorNext system state.

0 Note: The information in this section is applicable for releases up to StorNext 5 release
5.3.x (in other words, prior to StorNext 6). Refer to Capture State on page 559 for the new
information.

Obtain and preserve detailed information about the current state of your StorNext hardware.

0 Note: This option is only visible on StorNext M660, M440, M330, Pro Foundation, Artico
Metadata Appliances, and Xcellis Workflow Director systems.

Run a backup of StorNext software.
View informational messages about system activities.

View, edit, or close service tickets generated for the system.
Enables robust debugging mode for advanced tracing.

Specify your encryption and authentication options.

The Reports Menu

The Reports menu contains options to view StorNext reports.

Menu Option Description

Logs
Jobs

Files

Access logs of StorNext operations.
View a list of pending and completed jobs on the system.

View information about specific files, such as the owner, group, policy class,
permissions, and copy information.
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Menu Option Description

Drives View information about the drives in your libraries, including the serial number
and current state and status.

Media View information pertaining to the media in selected libraries or all libraries,
including the media ID, type and class, as well as the number of files and the
last access date and time.

Q-Cloud Object Storage View the usage report for Q-Cloud object store media.
Media Usage
Relations View the names of the policy classes which correspond to the managed

directories in your system.

File Systems View file system statistics including active clients, space, size, disks, and
stripe groups.
SAN Devices View information about devices currently attached to your SAN, including

disks/LUNSs, libraries, and tape drives.
Tape Consolidation View statistics on the tape consolidation (defragmenting) process.

SAN and LAN Clients View statistics for StorNext clients, including the number of connected
clients and LAN Clients, and client performance.

LAN Client Performance View information about LAN Clients and servers, including read and write
speed.

Replication/Deduplication: View replication and deduplication performance statistics.

Policy Activity

Replication/Deduplication: View replication and deduplication information for each policy.

Policy Summary

Hardware Status View up-to-date information about the system board and network ports for
both nodes in your HA system, plus storage arrays.

0 Note: This option is only visible on StorNext M660, M440, M330, Pro
Foundation, Artico Metadata Appliances, and Xcellis Workflow Director

systems.
Data Movement View activity related to the Distributed Data Mover feature.
Gateway Metrics View information and activity related to your gateways, clients, and file
systems.
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Menu Option Description

StorNext Metrics View information and activity related to StorNext Metrics.

The StorNext Metrics reports provide performance data logging and visual
reporting and graphing features for StorNext systems. The StorNext Metrics
reports are a visual reporting tool that combines comprehensive performance
data logging with powerful visual reporting and analysis tools to help you
identify potential problems and optimize system operations.

The Help Menu

The Help menu contains the following options to access StorNext documentation, find Quantum contact
information, or detailed information about this version of StorNext.

Documentation

On the Help menu, click Documentation to open a browser window and display the Quantum
Documentation Portal.

Support

On the Help menu, click Support. The StorNext Support page appears. The StorNext Support page
includes the following information:

Label Description

Company Displays a hyperlink to the Quantum Corporation company web site. Click Quantum
Corporation to open the company web site.

Technical Displays telephone numbers for technical support around the world. Click Quantum
Assistance Technical Assistance Center to open the Quantum Technical Support web site.
About

The Help > About page displays various tabs, which display information about StorNext components.
Depending on your configuration, the Help > About page displays the following tabs:

« Software on the next page

o Gateways on the next page

o Firmware on page 22
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Access the Help > About Page
1. Onthe Help menu, click About. The StorNext Help > About page appears.

2. (Optional) Click Refresh to update the Help > About page.

Software

The Software tab displays the following information about StorNext:

Component Description

StorNext

User Interface
Database

Perl

Tomcat

File System Server
File System Client
Library Manager
Policy Manager
Serial Number
Operating System

Patents

Gateways

The StorNext version and build number.

The graphical user interface version and build numbers.

The database version number.

The Perl programming language version and build number.

The Apache Tomcat version and build number.

The version and build number of the file system server you are running.
The version and build number of the file system client you are running.
The Library Manager version and build numbers.

The Storage Policy Manager version and build numbers.

The StorNext serial number.

The operating system.

Display Quantum Corporation patents.

The Gateways tab displays information of each gateway connected to the metadata controller (MDC).

Component Description

Server

StorNext 6 User's Guide
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Component Description

System Serial If known, the gateway system serial number.

Number

StorNext Serial The StorNext software serial number running on the gateway, if specified in the license
Number strings (optional).

File System Server = The StorNext software file system version running on the gateway.
Version

Gateway License Displays whether the gateway license is installed on gateway.

Yes: Signifies the gateway is running in unlimited LAN client connections mode available
on certain gateways.

No: Signifies the gateway client connections are limited to the number of licensed LAN
client connections on the Gateway.

Firmware

The Firmware tab displays the firmware levels for various hardware components in the system.

This information is mostly for support purposes, if debugging a problem on a system.

Access StorNext Connect

StorNext Connect provides fast, easy, and comprehensive discovery, management, and monitoring of
StorNext environments. After your system is installed and configured, you can log in to StorNext Connect to
perform day-to-day monitoring and management of your StorNext environment.

To access StorNext Connect, click the StorNext Connect icon located in the upper right of the GUI page (to
the left of the Home icon).

@ Note: If StorNext Connect is installed on your system, a new browser window is launched displaying
the StorNext Connect login page. If StorNext Connect is not installed on your system, a new browser
window is launched displaying an informational page about StorNext Connect.

For additional information, see the StorNext Connect Documentation Center.
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This chapter contains the following topics:

Configuration Wizard .. 23
VIO 25
LB S L 25
Sy S M . 26
NaME SOIVEIS . 38
File Sy S OmMS 50
Storage Destinations Overview L. 90
Storage PoliCies .. 105
EmMail Server L 144
Email Notifications .. . 145
DO . 147

Configuration Wizard

StorNext includes a Configuration Wizard that guides you through the process of setting up your StorNext
system. The wizard includes tasks you would typically perform when you are first configuring your system.
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The Configuration Wizard appears automatically when you launch StorNext for the first time. As you
complete tasks, click Next to proceed to the next configuration task, or click Back to return to the previous
task. Some tasks allow you to skip the task for configuration at a later time. These tasks have a Next/Skip
button instead of a Next button. If you do not finish performing all the tasks, the wizard reappears whenever
you return to the StorNext home page so you can resume completing tasks where you left off. For example,
if you complete tasks 1 through 3, the next time the StorNext wizard appears you will be ready to complete
task 4.

You can display the Configuration Wizard at any time by selecting Configuration Wizard from the
StorNext Configuration menu. If you have completed all of the tasks, each task will be marked as
Complete. If you have not completed all tasks, the ones you finished will be marked Complete and the
wizard will be ready for you to begin the next uncompleted task.

You can perform any of the Configuration Wizard’s tasks separately rather than through the wizard. Each of
these tasks is selectable from the StorNext Configuration menu.

The following are the setup and configuration tasks the Configuration Wizard allows you to complete:

1. Welcome on the next page: View disks and libraries currently available for StorNext usage.

2. Licenses on the next page: Enter license information for StorNext features and components.

3. System on page 26: Configure network settings. This step only applies to Xcellis, Artico, Pro
Foundation, and StorNext Metadata Appliances.

4. Name Servers on page 38: Specify the machines acting as StorNext name servers.

5. File Systems on page 50: Add a StorNext file system.

6. Storage Destinations Overview on page 90: Add alibrary, storage disks, and other storage
destinations, such as Object Storage (see Configure Object Storage and Cloud Destinations on
page 747) and Q-Cloud (see Configure Q-Cloud on page 873).

7. Storage Policies on page 105: Add a Storage Manager or replication storage policy.

8. Email Server on page 144: Specify an email server to handle StorNext notifications.

9. Email Notifications on page 145: Add email notifications recipients.

10. Done on page 147: Signify that you are finished using the Configuration Wizard. You can also convert
to a high availability (HA) system.

This section provides an overview of the steps necessary to complete each of the Configuration Wizard’s
tasks.

High Availability Systems

This topic contains some instructions that pertain to high availability (HA) systems, but if you plan to convert
to HA you should read Converting to HA on page 574. In particular, be sure to read and follow the Pre-
Conversion Steps on page 578.

StorNext 6 User's Guide 24



Chapter 3: The Configuration Wizard
Welcome

Welcome

The first screen in the Configuration Wizard is the Welcome screen. This page displays disks and libraries
that are currently available for StorNext usage. As you add new disks and libraries, the information on this
screen is updated.

If desired, you can manually update the screen by clicking Refresh. When you are ready to proceed to the
next step, click Next in the left column.

Quantum A @ Logoff

Configuration Tools ~Service Reports  Help
admin

File System  Storage Manager

Configuration Wizard ?Config uration> Welcome (7]
v Welcome Welcome to the StorNext 5 Configuration Wizard. Below you will see the disks and libraries accessible to the application. Click Nextto configure StorNext 5

Disks/LUNs
Table View[ age v

Type

GENERIC_1931458527

size Status  Used File System
920.99 GB up false
GB up false

GB up false
GB up false

GB up false
6004088000293 7F24450 GENERIC_1931458527 920.99 GB up false
H: 3 ¢ Rows: 20

Libraries and Tape Drives
Serial Number Product ID Device Type Device Path
00 1_Defau Scalar 1000 Tape Library /dev/sgl

ULTRIUN-TD2 Tape Drive /d

ULTRIUN-TD2 Tape Drive /d

ULTRIUM-TD2 Tape Drive /dev/s
ULTRIUM-TD2 Tape Drive

Rows: 5

Licenses

The Licenses page allows you to view current licenses and enter new licenses (or update expired licenses)
for StorNext features you have purchased. Refer to the StorNext Licensing Guide for complete details
regarding StorNext license types, license expiration and limits, and other relevant information regarding
StorNext licenses.

@ Note: You must have a license to configure or use StorNext features.
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© 0000000 © ©0 0 © 0ooC000

Ifthe 1license.dat file does not contain permanent licenses, StorNext produces an auto-generated license
with an expiration date for all StorNext products and features except Deduplication and Archive Conversion.
In some cases Quantum may provide evaluation licenses for features. Evaluation licenses also have a fixed
expiration date.

Beyond the evaluation period, you must have a permanent license to configure or use StorNext features.

Caution: Importing a license file overwrites the existing license file. Licenses not present in the
imported license file are removed from StorNext.

0 Note: You cannot mix temporary and permanent licenses. For this reason, once you enter permanent
license information ALL of your temporary licenses will be deleted, even if the 30-day period has not
expired. For example, if you do not obtain a permanent license for the Distributed Data Mover feature,
as soon as you enter permanent licenses for other StorNext products and features, the temporary
license for Distributed Data Mover will become invalid. If you want to use the 30-day period to demo
StorNext products and features, plan accordingly before entering any permanent licenses.

System

The System page allows you to enter or view network configuration information for the primary and
secondary nodes. You can also set the system date and time. Your system comes pre-configured for its
environment during system installation. IP addresses for the primary and secondary nodes were entered,
and the system is configured to operate as High Availability (HA) pair of nodes.

0 Note: The System option is only available on Xcellis, Artico, Pro Foundation, and StorNext Metadata
Appliances.
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WARNING: VLAN interfaces that are not supported are displayed in the Configuration section of
interface, and are ignored during network configuration. If you have configured unsupported VLAN
interfaces outside of StorNext, they are removed when the network changes are applied in the GUI. A
warning message appears and informs you that you must manually re-create the VLAN interfaces.

Below is information about the Configuration > System > Network page.

General Settings

The Configuration > System > Network page displays pre-configured information about the primary and
secondary nodes configured during the initial StorNext installation. The person who initially installed and
configured your StorNext Metadata Appliance will have assigned IP addresses for the Primary and
Secondary Nodes.

General Settings

*Primary Hostname *Default Gateway Primary DNS IP Address

Domain Suffix Search List Secondary DNS IP Address
Secondary Hostname

Tertiary DNS IP Address

To view or enter network configuration for the primary and secondary nodes in your HA system, perform the
following steps.

1. Verify that the IP addresses are correct.

2. Enter Secondary and Tertiary DNS IP addresses if necessary.

Virtual Machine Bridging Settings

0 Note: The Virtual Machine Bridging Settings option is only available on Xcellis Workflow Director
systems with the Dynamic Application Environment license installed.

Modify the virtual machine bridging settings as needed. StorNext supports the recognition of virtual machine
allocated NIC ports, as well as the ability to configure the network bridges needed for communication
between the node and the virtual machine. In this section you configure the virtual machine bridging settings.

Virtual Machine Bridging (Guest Ports: None)
bond0 em2 p2p1 p2p2 p2p3 p2p4

Not Bridged o . 0 0 °

bro

bri

« Virtual machine bridging is required if your virtual machine instance is going to access StorNext File
System shares on the metadata network. The virtual machine bridge allows the virtual machine to
communicate with the local node from its virtual network interface. There are a maximum of 2 bridges that
can be configured in the system; one is expected to be used for metadata network traffic and the other for
NAS client traffic. Both are optional in case the virtual machine instance does not require this type of
communication.

« When a virtual machine is configured, there is also an option to allocate available dedicated physical
network ports for exclusive use by the virtual machine. This is referred to as the “Application” network for
dedicated virtual machine application use. Once a port is allocated to a virtual machine, it will no longer be
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configurable from the StorNext GUI for use by the MDC node since it is reserved for the virtual machine

use only. Once the virtual machine is removed from the system, the network port(s) become available for
use.

Bonding Settings

You can create or modify a bond configuration in this section by selecting the slaves and the bonding mode
for the bond. Bonds are used by StorNext Metadata Appliances to increase the size of the data pipes
available for network traffic. Bond0 is permanently used for metadata traffic and it is the only bond that must
exist in the system. However, there is no restriction on the number of slaves Bond0 may have; one or more.
The default interface for system management traffic is Bond1.

Bonding (Slaves with different max speed in a bond must be set to have identical run-time operating speed - see help for details)

em2 (1GbE) em3 (1GbE) emd4 (1GbE) Bonding Mode
Not Bonded

bondo (Metadata)
bend1
bond2

Bonding Slaves

« Toadd slaves for a new bond or add new slaves for an existing bond, click the radio button in that bond
row that coincides with the column of the interface you want to be added as a slave of this bond.

@ Note: Ifyou select an interface listed under Not Bonded but have an interface IP address
configuration, or an interface that is listed under other bonds, then the IP address configuration is
removed, or removed from the other bond, for addition to the slaves of the new bond.

« Toremove slaves from a bond, click the radio button in the Not Bonded row that coincides with the
column of the interface currently listed as a slave of the bond.

« Tocompletely remove a bond, remove all of its slaves.

0 Note: Quantum recommends you do not apply any changes to the Bond0 and Bond1 settings.

Important Considerations in Selecting Bond Slaves on Xcellis Workflow Director Gen 2 and
Xcellis Workflow Extender Gen 2 Systems

0 Note: This section only applies to Xcellis Workflow Director Gen 2 and Xcellis Workflow Extender
Gen 2 systems. On non-Xcellis Workflow Director Gen 2 and Xcellis Workflow Extender Gen 2
systems, you can only add slaves with an identical Maximum Speed to a bond.

« Maximum Speed: Preferably select slaves with identical maximum supported speed as shown in
parenthesis after the interface names in the top row of the bonding table. Although, you may select
slaves with non-identical maximum supported speed, but such selection of slaves must all have an

identical operating speed (see below) and must all be connected to the same interconnected physical
network

« Operating Speed: Regardless of the maximum speed of the chosen slave interfaces, when the bond
interface is activated, all of the interfaces must have an identical run-time operating speed. If that is not
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the case, the bond performance is significantly impacted, sometimes the bond speed is as low as the
speed of the slowest slave interface in the bond.

After the bond is activated, you should check the run-time operating speed of the bond and its slaves in
the Status table section of this page. The Operating speed of a bond having slaves with non-identical
operating speed appears as UNSTABLE. Also, a RAS ticket is generated for this type of bond
configuration each time the bond is activated.

The operating speed of NIC card ports is determined by the physical network environment settings for
the port. Quantum recommends that the needed hardware steps for setting up the run-time speed of NIC
card port be taken prior to using the port for an interface configuration or as a slave of bond.

Refer to product documentation on how the operating speed of interfaces of a NIC card, with support for
multiple speeds, may be set to one of those specific speeds.

Bonding Mode

The current bonding mode is displayed in this column. There are two modes supported in StorNext
Metadata Appliances, Round Robin, Active-Backup, and LACP.

Round Robin: In this mode the Ethernet frames are sent via the bonded Ethernet ports with a valid Ml
link in a round-robin fashion starting with the first slave device and then the rest of the devices. This
applies only to the traffic sent from StorNext Metadata Appliances. Your Ethernet switch needs to
aggregate the ports, so the connected ports are treated as a logical port. The frame reception is
completely dependent on your Ethernet switches transmission algorithm. The bonding mechanism does
not balance the frame reception.

« Active-Backup: This mode is available beginning with StorNext 6.2 and is used for fault-tolerance. You

must configure this mode with two slaves.

ﬂ Note: You can have one, three or more slaves, but you must consider the impacts outlined below.

If you select only one slave for an active/backup mode bond:

With only a single slave, active/backup mode, the bond works like a single interface. Failure of the
single slave results in the failure of the bond.

@ Note: Quantum recommends you select two slaves for a bond with active/backup bonding mode.

If you select three or more slaves for an active/lbackup mode bond:

At any given time only one slave is active in the bond, while all the other slaves remain inactive as
backup slaves.

@ Note: Quantum recommends you select two slaves for a bond with active/backup bonding mode.
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« LACP: LACP stands for “Link Aggregation Control Protocol.” This mode is based on the 802.3ad IEEE
standard for aggregating the Ethernet ports. (There is IP and MAC based LACP.) If the bonding
algorithm is set to LACP, your Ethernet switch ports must be configured in an 802.3ad-based Link
Aggregation Group (LAG), in LACP mode. The frame reception and transmission are controlled by the
LACP between the bonded ports and your Ethernet switch ports.

0 Note: In order to maintain network connectivity to your system, you must configure the switch that is
connected to your system to use the same bonding mode. The best time for you to change the bonding
mode on your switch will be during the next reboot of your system, after you have saved the new
network settings. Changing the bonding mode on your switch before saving these settings and
rebooting may result in the loss of network connectivity to your system.

Bonding rules
« You need two or more ports for a bond.
« Each bond needs to be on a separate network.
For example:
bond0 - 10.60.224.10
bond1 - 10.60.225.10
bond2 - 10.60.226.10

« You cannot bond ports with different operating speeds. For example, if you are using a NIC card with
25Gb/s maximum supported speed, you cannot bond a port operating at 10Gb/s speed with another port
operating at 25Gb/s speed.

« There is a maximum number of n/2 bonds available. For example, if there are 9 ports available, there can
be 9/2, or 4 bonds maximum available.

Configuration Settings

Configuration
Alias Primary IP Secondary IP Netmask Gateway External Host Jumbo Frame
bond0 (Metadata) + bond0:2 255.255.255.0

em2 + em2:1 255.255.252.0
p2pl + p2pl:1
p2p2 + p2p2:1
p2p3 + p2p3:1

p2p4 + p2pa:1

Enter the appropriate information into the following fields:

0 Note: An IP address, Netmask and Gateway is required for all Ethernet ports which will be used in
your environment.
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Parameter Description

The first This lists the current network bond and Ethernet ports available for configuration.
column

Alias For faster Ethernet ports (such as the 10GbE port) the alias can segregate network traffic with
different subnets by creating additional virtual IP addresses for that port on the system. Click
the plus sign (+) next to the Ethernet port for which you wish to add an alias. By default, the
initial Ethernet port is assigned the alias of 1. For example, Ethernet port 5 is defined as
“eth5:1”. Its first alias would be defined as “eth5:2”. You must define an IP address for both the
Primary and Secondary, and a Netmask and Gateway for each alias.

o Note: Up to 10 aliases may be defined for every Ethemet port.
0 Note: For systems that have had VLAN tagging manually configured, the following apply:

An upgrade should not impact any configured VLAN devices in the system.

VLAN devices appear as network devices in the GUI. For example, a VLAN device
appears as bond2.345 where 345 is the assigned VLAN tag.

You can view the settings in the GUI, but should avoid changing any VLAN device
settings using the GUI.

Primary IP This is the IP address of the Primary Node.

Secondary IP This is the IP address of the Secondary Node.

Netmask This is the netmask for this Bond or Ethernet connection.
Gateway This is the Gateway used for this Bond or Ethernet connection.

External Host Select an interface from the Configuration Table on the Configuration > System > Network
page by clicking the External Host radio-button for that interface. The selected interface IP
address will be added to the file /etc/hosts as the external host IP address of the host (the IP
address will be used for the FQDN entry for the host in the /etc/hosts file). When the
Configuration > System > Network page is loaded, the External Host radio-button is set to
the current external host IP.

Note: You can only select an external host whose IP address' network matches that of
the default gateway IP address' network.

Jumbo Frame Use this option for networks which support this type of ethernet payload.

Figure 1: Example of Network Configuration Settings

Configuration
Alias Primary IP Secondary IP Netmask Gateway External Host Jumbo Frame
ond0: 2 10.60.192.41 10.60.192.42 255.255.240.0 10.60.192.1 P

bondo (Metadata) [+
bondl (SysMgmt)
bond2

eths - eths:1 17.218.184.173 17.218.184.174 255.255.252.0 17.218.184.1
ethy - ethg:1 17.218.188.173 17.218.188.174 255.255.252.0 17.218.188.1

ond1:2 10.60.226.41 10.60.226.42 255.255.255.0 10.60.226.1

10.60.224.41 10.60.224.42 255.255.255.0 10.60.224.1

StorNext 6 User's Guide 31



Chapter 3: The Configuration Wizard
System

Routing
The Routing section allows you to manage static routes for a given alias.

Routing
Destination IP Destination Netmask Destination Gateway Target Node

bond0:2 + [Both  v]
em2:1 + ] 1] 1 Both v]
p2p1:1 . — [— — —
p2p2:1 + [Both ]
p2p3:1 + [ Both v]
p2p4:1 + ] 1 ] Both v

Enter the appropriate information into the following fields:

Parameter Description Notes
The first Defines the interface for which a
column static route is defined. The

packets for the destination of the
static route are sent through this
interface.

Destination IP Defines the destination IP address ~ The destination defined with the combination of
of the route. Enter a network Destination IP address and Destination Netmask
address (for routing packets to a may be a network address or a host address.

network), or a host IP address. The combination will be a host address if the

Destination IP address is a host |IP address and the
Destination Netmask is 255.255.255. 255, and the
defined route will be a host route.
Destination Enter the netmask address to use
Netmask as the netmask for the
Destination IP address.

The combination will be a network address if the
Destination IP address is a host or network IP address
and the Destination Netmask is not

255.255.255. 255, and the defined route will be a
network route.

Destination Enter the IP address of the

Gateway gateway to send the packets to.
The IP address reflects the
destination defined with the
combination of the Destination IP
and the Destination Netmask.
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Parameter Description

Target Node Select the node(s) where the

static route is configured.
Available node choices:

« Both

e Primary

« Secondary

Figure 2: Example of Network Routing Configuration Settings

Routing

eths:l [17.218.184.172

711112
17210112

[17.218.184.172
[17.218.184.179

Status

Notes

The Target Node option allows you to define static
routes. The default for a new static route entry in the
Routing table (host-route, or subnet-route) is Both.

You can also apply the route to only the Primary, or the
Secondary target node instead by changing the
selection in the Target Node drop-down list. In other
words, not only host-routes, but also subnet-routes
may be applied to either the Primary or the Secondary
target node as well.

17.218.184.17

17.216.184.1
17.216.184.1
17.216.184.17

17.218.184.17.

Review the status of your network configuration settings in the Status table. Features include the following:

« For Xcellis Workflow Director Gen 2 and Xcellis Workflow Extender Gen 2 systems, you can bond
together network interfaces with different link speeds, for example 1G and 10G.

« The configuration and actual operating speed of the configured interfaces.

« The status page displays a Max Speed column along with an Operating Speed column; the operating

speed is the run-time speed of the interface.

« The configured interface, even if it is part of a bond or a bridge.

« The slaves of a bond/bridge are listed after the interface name. For example, bond0 (em3,em4) and the
parent interface of a slave is also listed, for example, em3 (bond0).

« Ifthe systemis unable to determine the speed (for example, for a bridge), it displays Unknown.

The Status table displays the following details under each of its columns.
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Interface Displays the interface name, in addition to the following information within the parenthesis.
» Forabond interface, the list of the slave interfaces.
« Fora bridge interface, the list of bridge member interfaces.
» Forslave of a bond, the bond name.
« Formember of a bridge, the bridge name.
Max Speed Displays the maximum supported speed by the interface.
« Foraphysical NIC card port, the maximum supported speed for the port by the card.
« Forabond interface, the bond speed with respect to the maximum speed of its slaves,
depending on the bonding mode.
« Forabridge interface, Unknown, as a bridge interface may have varying speed at various
times depending on the speed of its member interfaces being used.
Operating Displays the run-time operating speed of the interface.
Speed

« Foraphysical NIC card port:

o One of the supported operating speeds by the NIC card. The effective operating speed of
the port depends on the physical network environment where the port is connected to.

o Unknown: The operating speed of the port cannot be determined by the operating
system.

0 Note: The operating speed of a port can be determined by the operating system only if
the IP configuration of the port is active (IP Status is UP), and the port is connected to
anetwork (Link Status is UP).

« Forabondinterface:

o Bond Speed: The speed of a bond, having slaves with identical run-time speed, depends
on the bonding mode and the operating speed of its active slaves.

o UNSTABLE: The bond slave interfaces have non-identical run-time operating speeds.

0 Note: This applies to Xcellis Workflow Director Gen 2 and Xcellis Workflow
Extender Gen 2 systems only.

o Unknown: All bond slaves are in an unknown state.
« Forabridge interface:

o Unknown, as a bridge interface might have varying speed at various times depending on
the speed of its member interfaces being used.

StorNext 6 User's Guide 34



Chapter 3: The Configuration Wizard
System

Parameter Description

IP Status Displays the run-time IP configuration state of the interface.
« UP: The IP address configuration of the interface is up and running.
« Down: The IP address configuration of the interface is down.
Link Status Displays the status of the interface connection to the network as determined by the operating

system.
« UP: The connection of the interface to physical network is detected.

« Down: The connection of the interface to physical network is not detected.
Note: For most interfaces, you can determine the Link Status of a physical interface by

the operating system, only if the interface IP configuration is active (for example, the IP
Status is UP).

Figure 3: Example of the Single Node Network Configuration Status Table

Status

Interface
bond0 (em3,emn4)
bondl (p2pl,p2p2)
bond2 (p3pl,p3p2)
bro (bondl)
en2
en3 (bond0)
en4 (bond0)
plpl
plp2

Figure 4: Example of the Dual Node Network Configuration Status Table

Status

Interface

Max Speed
2GbE
10GbE
40GbE

Unknown
1CbE
1GbE
1ChE
25GbE
25GbE

Max Speed

Operating Speed
1GbE
unknown
40GbE
unknown
Unknown
1GbE
unknown
10GbE

Unknown

Primary Status

IP Status
Up
up
up
up
up
Up
up
up

Down

Link Status
up

Secondary Status

Operating Speed P Link Operating Speed P Link
bond0 (em3,emd) 2GbE 1GbE up up up up
en2 Unknown up Down up Down
en3 (bond0) G 1GbE up up up up
en4 (bond0) 1GbE Unknown Up Down up Down
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Date and Time Settings

Network Date & Time

® Network Time Protocol (NTP) Server (Recommended)
Manual Date & Time Settings

Network Time Protocel (NTP)

Primary Node ~(Running)

Local Timeserver Node2
Primary Node Friday, December 07, 2018 10:40:19 AmericalLos_Angeles (Pacific Standard Time)
Update Date & Time @
New System Date December 07, 2018 =]

New System Time [09 v]:[50 v]:[44 v

System Timezone |America/Denver

To set the system date and time, perform the following steps:

1. Onthe Configuration > System page, click the Date & Time tab. The Configuration > System>
Date & Time page appears.

2. Select one of the following options. The options determine whether the date and time are automatically
retrieved from a specified server, or entered manually.

0 Note: Quantum recommends that you use an external NTP server when possible, so that your
Appliance synchronizes with the actual correct time. See Network Time Protocol (NTP) Server
(Recommended) below.

@ Note: You should only use a local server when an NTP server, either externally or internally
(within your firewall), is not available. You can run an NTP server on either Node1 or Node2 for
HA systems. The date and time values are retrieved from the current system and can be used to
reset the time, as the system can drift without an external NTP server. For single node systems
(always on Node2), you have only one choice for a local server. After you configure a local node
as an NTP server, you can also use it on other clusters throughout your network. If you select this
option, you should update the local server (at least monthly), so that it does not drift too far from
actual time. See Network Time Protocol (NTP) Server (Recommended) below.

Network Time Protocol (NTP) Server (Recommended)

This option allows you to set the date and time using an NTP server.
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Network Date & Time

® Network Time Protocel (NTP) Server (Recommended)
Manual Date & Time Settings

Network Time Protocol (NTP)

Primary Node  (Running)

Select a Timeserver Pool
Specify a Timeserver or Pool

® Local Timeserver (Node2)
Local Timeserver (Nodet)

Selection Mode

Local Timeserver Node2
Primary Node  Friday, December 07, 2018 10:40:19 AmericaiLos_Angeles (Pacific Standard Time)
Update Date & Time (¢
New System Date December 07, 2018 B

New System Time [09 v |:[50 v]:[44 v

Timezone

System Timezone |[America/Denver

a. After you select Network Time Protocol (NTP) Server (Recommended), select one of the
following:

« Select a Timeserver Pool: In the Timeserver or Pool list, select the desired server.

» Specify a Timeserver or Pool: In the Timeserver Pool field, enter the IP address or URL of
the time server or pool you want to use.

« Local Timeserver (Node2): Click Update Date & Time, and then input the values into the
following fields:

o New System Date
o New System Time

« Local Timeserver (Node1): Click Update Date & Time, and then input the values into the
following fields:

o New System Date
o New System Time

b. Inthe System Timezone list, select the timezone that corresponds to the location of your
Appliance.

c. See Apply Your Changes on the next page.

Manual Date & Time Settings

This option allows you to set the date and time manually.
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Network Date & Time

Network Time Protocol (NTP) Server (Recommended)
® Manual Date & Time Settings

Manual Date & Time

Primary Node ~Friday, December 07, 2018 12:38:30 AmericalLos_Angeles (Pacific Standard Time)
Update Date & Time @

New System Date December 07, 2018 B

a. After you select Manual Date & Time Settings, click Update Date & Time.
b. Input the values into the following fields:

o New System Date

o New System Time

c. Inthe System Timezone list, select the timezone that corresponds to the location of your
Appliance.

d. See Apply Your Changes below.

Apply Your Changes

Clicking Apply on any tab applies the settings you specified on all three tabs, so there is no need to click
Apply on all three tabs. You can simply click Apply once when you are finished.

When you are satisfied with your network configuration information, click Apply to save and apply the
information. (To clear all fields of information, click Reset.)

Caution: Changing the network configuration requires a system reboot (both nodes) in order for all
system services to function correctly. Rebooting the system may take several minutes.

After you click Apply, a message warns you that both nodes must be rebooted for your changes to become
active. When you are ready to proceed, click Yes.

0 Note: After the network configuration has been saved, please close your browser window and wait for
at least 5 minutes before attempting to log back in. If the IP address you used to log in to this system will
be changing, you will temporarily lose your connection to the Web-based interface. Because of this,
you may not receive a confirmation page, letting you know that your settings have been saved.

Name Servers

The Name Servers page allows you to manage machines that are acting as File System name servers.
You may specify either a hostname or an IP addresses for a machine, but an IP address is preferable
because it avoids problems associated with the lookup system, for example, DNS or NIS.
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0 Note: Name servers are also referred to as coordinators. The terms may be used interchangeably
throughout this documentation.

Note: On Linux systems, you should turn off the Network Manager service, because it can interfere
with the StorNext nameserver and Linux network devices.

listed in the Requirements section of the Connect an Xsan Client to a StorNext MDC topic.

0 Note: If you are connecting Xsan Clients to StorNext MDCs, verify you are meeting the requirements
i

Note: To configure a host to be a coordinator for a StorNext cluster, you must (at a minimum) install
the client package.

Configure a StorNext DLC Client with a Single Network Interface

Scenario
Your environment consists of the following:
« A StorNext DLC client with a single network interface

« A StorNext appliance with a dedicated private metadata network and an interface with a public IP
address

« The client has connectivity to the appliance through the public IP address

The scenario above is supported if your StorNext appliance is running StorNext 6.2 or higher.

@ Note: The StorNext client can run StorNext 6.x or StorNext 5.x.

The fsnamservers file on the appliance contains the |IP addresses of the private metadata network. The
fsnameservers file on the clients contains the public IP address of the appliance. This covers the metadata
traffic between the clients and the MDCs, which are also configured to be coordinators for the cluster.

The DLC client must have connectivity to a DLC gateway. It is common to have the MDCs to be configured
as gateways. Itis also common to have additional StorNext nodes configured as gateways. All gateways
must have access to the file system disks, usually connected via fibre channel. It is also common that these
gateways would have connectivity to the private metadata network for the MDCs. The dpserver file on the
gateways is used to configure which addresses are advertised to DLC clients. The gateways could advertise
both the private IP address and the public IP address. The client with only access to the public network
would connect to the gateway using the public address. The client winds up with a TCP connection to the
active FSM and a TCP connection to every gateway. Metadata traffic goes to and from the active FSM. Data
traffic is load balanced among all available gateways.

For example:

MDC1 fsnameservers

192.168.100.11
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192.168.100.12

MDC2 fsnameservers

192.168.100.11
192.168.100.12

Client fshameserver

10.65.167.28 (MDC1)
10.65.169.116 (MDC2)

MDC1 dpserver

Interface em2 address 10.65.167.28

MDC2 dpserver

Interface em2 address 10.65.169.116

@ Note: The DLC client does not require DLC configuration.

The fsnameservers File

Hostnames or, preferably IP addresses, are copied into the StorNext fsnameservers file. This specifies the
machines that serve as File System Name Server coordinators, and defines the metadata networks used to
reach them. A StorNext host will act as a coordinator if it sees its own IP address in its fshnameservers file.
The File System Name Server coordinator is a critical component of the StorNext File System Services
(FSS).

Beginning with StorNext 6, metadata traffic is permitted to flow on any interface by which the FSM host node
is reachable.

Addresses in the fsnameservers file on the MDC host will be used to determine preferred addresses for
reaching the FSM service. If an address in fshameservers matches the subnet of one of the host MDC's
own addresses, it is considered preferred. More than one address can be marked preferred. A StorNext 6
client will use a preferred address to reach the FSM, if possible. It will fall back to other advertised address if
an FSM cannot be reached on a preferred address.

Node Status Services
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Version 2 (NSS2) clients receive all advertised IP addresses. The evadmin command shows which
addresses are advertised and which of those are preferred.

Only one address is sent to Node Status Service version 1 (NSS1) clients. The StorNext 6 name service
selects what it deems to be the best address for this client to reach the FSM for a given file system. Itis
possible to limit the networks over which metadata traffic flows by configuring a metadata network filter on
MDC hosts.

The filter prunes the set of addresses that are advertised to clients. This is particularly helpful when
configured addresses are not connected to anything or are connected to networks not reachable by any
clients. See the snfs_metadata_network_filter.json man page for details.

When MDCs and coordinators are running StorNext 6.2, it is no longer required that the fsnameservers file
be the same for all StorNext clients. For example, a StorNext client may have a single high speed network
interface and it may be that this interface is not directly connected to the configured metadata network. This
client would configure its fsnameservers file to contain the address of the coordinator that matches the
network of its own interface. It is also possible that the client must access the StorNext services via a router
because it is not on any directly connected network to the StorNext services. In this case, the client picks the
best reachable address for the coordinators and inserts this address into its fsnameservers file. This applies
for StorNext 6 clients as well as clients running StorNext prior to SN 6, such as MacOS clients.

StorNext file systems are organized into clusters. Clusters, in turn, belong to an administrative domain. A
cluster consists of MDCs and coordinators (the MDCs may also act as coordinators). The fsnameservers
file on each coordinator must include the address of the metadata network interface on that coordinator. It is
highly recommended that the fsnameservers file be the same on all MDCs and coordinators in the cluster.

MDCs and coordinators are considered to be part of a cluster. A client may or may not consider itself part of
a specific cluster since it may be able to access services from more than one cluster. A client's
fsnameservers file would then list the IP addresses of the coordinators of all the clusters for which it wants
to access file systems. If a client uses the services of one cluster most or all of the time, it can configure the
fsmcluster file. This is useful when the cluster it is accessing does not have the default cluster name.

When services start on a client, a message is sent to all IP addresses in the fshameservers file. The
coordinator that sends the first reply for a given cluster becomes the primary coordinator for that cluster for
this client. A secondary coordinator is chosen, if available. If access to the primary coordinator is lost, the
secondary is promoted to primary and a new secondary is chosen.

A principal function of the coordinator is to manage failover voting in a high-availability (HA) configuration.
Therefore, it is critical to select highly reliable systems as coordinators. You can provide redundancy by
listing the IP addresses of multiple machines in the fsnameservers file, one entry per line. The first IP
address listed defines the path to the primary coordinator. You can then specify a redundant path to this
coordinator. Any subsequent IP addresses listed serve as paths to backup coordinators. To create
redundancy, Quantum recommends that you select two machines to act as coordinators. Typically, the
selected systems are also configured for FSM services, but this is not a requirement.

If the fsnameservers file does not exist, is empty, or contains the localhost IP address (127.0.0.1), the file
system operates as a local file system requiring both a client and a server. The file system will not
communicate with any other StorNext File System product on the network, thus eliminating sharing the FSS
over the SAN.
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Node Status Service Version 1 (NSS1)

The addresses in the fsnameservers file define the metadata networks and therefore the addresses used
to access file system services. When a heartbeat is sent to a nameserver, the nameserver records the
source IP address from the UDP packet and uses that as the address to advertise for FSMs local to that.

If a nameserver receives multiple heartbeats on redundant metadata network interfaces, each metadata
network will have a different source address for the same FSM and host. The name server selects only one
of the metadata network addresses to use as the address of the FSM that is advertised to all hosts in the
cluster. Thus all metadata traffic uses only one of the redundant metadata networks.

If the network being advertised for file system services fails, a backup network is selected for FSM services.
However, clients do not necessarily reconnect using the new address. If a client maintains TCP connectivity
using the old address, no reconnect is necessary. If the client needs to connect or re-connect, it will use the
currently advertised IP address of the file system services.

Node Status Service Version 2 (NSS2)

An NSS version 2 (NSS2) coordinator supports NSS1 and NSS2 clients. The coordinator uses the NSS1
protocol for older NSS1 clients and NSS2 for newer NSS2 clients. The NSS2 client receives a list of IP
addresses over which the FSM process is potentially reachable. The client attempts to connect using the
preferred addresses, those that appear in the fsnameservers file on the coordinators and MDCs. If the
client fails to connect using these addresses, it attempts to connect using the remaining addresses. If it
succeeds, it uses the successful address and network for metadata traffic. If no connection can be made to
the FSM, the mount fails.

The StorNext GUI supports updating the fsnameservers file on the MDC node or MDC HA pair. You must
manually configure the fsnameservers file on client nodes. But when changes are applied through the GUI,
the changes are picked up by the StorNext services.

@ Note: Onclient nodes, you must restart the StorNext services after changing the fsnameservers file
for the change to take effect.

NSS2 Best Practices

The following NSS2 best practices assume that you are configuring a named cluster environment ;it could
be one cluster, or multiple clusters.

@ Note: If you do not choose to use named clusters, you should not have to modify any configuration
after upgrading your clusters to StorNext 6. Features, such as foreign servers will continue to function
as they did under previous releases of StorNext.

« The fsmcluster file should be set up on every MDC and MSS coordinator to specify the default cluster
for that node. This can be as simple as:

default _cluster clusterl
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ﬂ Note: Itis not necessary to specify an administrative domain; the defaultis _addom0.

« Entriesin the fstab must have the @cluster/addom information added for all file systems not in the
default cluster. For example, assume that you have the above setting in fsmcluster making cluster1 the
default for this node. If another cluster, cluster2, is available and you would like to mount file systems in
that cluster, the entry in fstab would be the following:

snfs2@cluster2 /stornext/snfs2 cvfs diskproxy=client © ©

Then to mount this file system:

mount snfs2@cluster2

For file systems in the your default cluster, the fstab entry and the mount command remain as in previous
releases. For Windows clients, the cluster information appears with the file system name in the client
configuration utility. Simply select the entry and proceed.

@ Note: With NSS2, itis possible to mount a file system with the same name from two different
clusters at the same time.

« The fsnameservers file should have cluster information added. Support for entries without explicit
cluster information is part of the backwards compatibility, so that a properly configured StorNext 5.4.x
system can be upgraded to StorNext 6 without needing to make any configuration changes, and continue
to run as an isolated cluster.

« The “<ipaddr> @cluster/addom” (with a space) is for backwards compatibility if the same
fsnameservers file used for a StorNext 6 client is to be installed on a StorNext 5.4.x or earlier client.

Otherwise, “<ipaddr>@cluster/addom” (without a space) should be clearer for an all StorNext 6
systems, but a StorNext 5.x system would not parse it properly.

The fsnameservers file should be set up on clients with the addresses of the coordinators of all clusters
that are running file systems that the client would like to mount. The following is an example of an
fsnameservers file that points at two sets of coordinators for two different clusters.

10.0.40.1@clusterl
10.0.40.2@clusterl
10.0.40.3@cluster2
10.0.40.4@cluster2

The MDC node's fsnameservers file can be set up the same as the client. But if the MDC is also acting
as a coordinator, it must follow the coordinator rules shown below.
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« Inthe example above, NSS coordinators should not be configured to be coordinators for multiple
clusters, even though the code does support this. A coordinator's fshnameservers file might look like this:

10.0.40.1@clusterl
10.0.40.2@clusterl

In the example above, one of the IP addresses in the list would be assigned to an interface on the
coordinator node. A coordinator knows it is a coordinator for a cluster if it sees its own address in the
fsnameservers file. A second set of coordinator nodes would have the following:

10.0.40.3@cluster2
10.0.40.4@cluster2

The following is not allowed because the same IP address is being used twice:

10.0.40.1@clusterl
10.0.40.1@cluster2

Coordinators can be configured to see other clusters than the one that they are the coordinator for. For
example, the following is acceptable:

/usr/cvfs/config # cat fsnameservers
10.65.179.145@ cluster®
10.65.179.217@ cluster®
10.65.175.175@clusterl
10.65.173.215@clusterl
/usr/cvfs/config #

StorNext 6 provides a new ecvadmin subcommand to display known coordinators. This may help you
properly set up the fsnameservers file:

cvadmin> coord

Cluster: clusterl@_addom@

ID: @:ffff@adlafaf flags=0x33f RAS G-RAS xFSLIST 63K SLOW_HB RAS_V2 NSS2
STATIC

10.65.175.175

ID: O0:ffff@adladd7 flags=0x33f RAS G-RAS xFSLIST 63K SLOW_HB RAS_V2 NSS2
STATIC

10.65.173.215
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Cluster: _clustere@ _addome

ID: @:ffffPad41b391 flags=0x33f RAS G-RAS xFSLIST 63K SLOW_HB RAS_V2 NSS2
STATIC

10.65.179.145

ID: 9:ffff0a41b3d9 flags=0x700 NSS2 STATIC LOCAL

10.65.179.217

« The fsmlist file should not contain cluster name information. StorNext 6 does support adding cluster
information, but all FSMs running on a given node belong to the same cluster.

« Services, such as file systems, and coordinators must belong to a specific cluster. Client nodes can
create an fsmcluster file for convenience, in which their default cluster is specified. Client nodes do not
technically belong to that cluster, but have access to services from that cluster.

« The nss_cctl feature allows you to configure client access rights to administrative tasks, such as starting
and stopping file systems. This is implemented by creating the nss_cctl.xml file on the coordinator
nodes. It has no meaning on nodes that are not coordinators. There is a separate file for each cluster on
which controls are implemented. If the fsmcluster file exists, the plain nss_cctl.xml file applies to the
default as specified in that file. If no fsmcluster file exists, the format is nss_cctl.cluster.addom.xml.
Quantum recommends you use the FSM cluster file and use nss_cctl.xml.

StorNext 6 (and later) provides the command nss_cctl_template, which creates a nss_cctl.xml file
with values for host names and file systems that match what it currently sees in the cluster in which it is
being run.

« The purpose of the cluster names is to use two identifiers to uniquely identify FSMs. Prior to cluster
names, the only way for a client to access more than one cluster was by making use of the
fsforeignservers file, and all discovered FSM names were kept in a flat namespace. Thus, the FSM
names had to be unique across all the clusters. With the addition of cluster names in StorNext 6, FSM
names now only need to be unique within a cluster, because the cluster name will disambiguate FSMs.

In the same manner, taking advantage of the administrative domain name allows the same cluster name
to be used in different administrative domains. Previously, cluster names had to be unique across
administrative domains. In StorNext 6, they only need to be unique within the administrative domain to
which they belong.

An example of using multiple administrative domains would be a company that has two StorNext
environments: a production environment and a development environment. By giving each environment a
unique administrative domain name, you can create cluster names within each domain without worrying
about clashing with other domains.

Quantum recommends that when cluster names are configured, that you also configure administrative
domain names at the same time, even if all the clusters are under one administrative domain name. Since
the fsmcluster file is being configured anyway, explicitly set up both the default cluster name and
administrative domain name at the same time. The defaults of _cluster0/_addomO should only be used
when there is no explicit configuration of cluster names being done, such as in the initial upgrade from a
StorNext 5.x system.
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Caution: If you want to change the default cluster name (_cluster0), see the man page for
fsmcluster (available via the CLI, or within the Man Pages Reference Guide available online at the
StorNext 6 Documentation Center). You must follow a strict procedure outlined in the man page for
fsmcluster. This applies to any change to the cluster name; for example, from the default to a non-
default (_cluster0 to _cluster123), or any other derivative (mycluster123 to mycluster456).

View Name Servers

When you access this page by choosing Name Servers from the Configuration menu, a list of any
previously entered IP addresses appears. A green check mark icon under the Enabled column heading
indicates that the server is currently enabled as a name server. A red X icon indicates that the server is not
currently enabled.

Set the Order of a Name Server

0 Note: Skip this process if you are using NSS2.

StorNext allows you to specify the order in which name servers are used.

« Onthe Configuration menu, click Name Servers. Select a name server and then click Move Up or
Move Down until the selected server is in the correct order.

Add a Name Server
1. Enter the IP address of the server that you want to add in the field to the left of the Add button.
2. Click Add.

3. When the confirmation message appears, click Yes to proceed or No to abort.

4.

When the new name server appears in the list of available name servers, you can reposition it in the list
by using the Move Up or Move Down buttons.

Caution: If you are using NSS1, adding a name server (and other configuration changes
discussed below) changes the fsnameservers and affects all servers and clients on your SAN. All
servers and clients MUST have the same name server file in order to ensure correct SAN
operation. After the name server file has been updated on the server, the SAN administrator must
copy the name server file to ALL connected clients and then restart StorNext File System services
on those clients.

If you are using NSS2, all MDCs and coordinators in a cluster must contain the same set of IP
addresses. If a coordinator is to be replaced, a new coordinator should be brought online during the
transition. For more information on how to upgrade coordinators without disrupting services to the
clients, see the fsnameservers man page in the StorNext Man Pages Reference Guide.

5. Click Apply to accept the changes or click Reset to abort the operation.
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Delete a Name Server

0 Note: Although not required, you might want to disable the name server before deleting it to prevent
complications.

« Select the name server you want to delete and then click Delete.

Configure a Foreign Server

The StorNext name service supports the concept of a foreign server. By using foreign server, StorNext
client nodes can mount file systems that are not local to the client's home cluster. Additionally, a client may
belong to no StorNext cluster by having an empty or non-existent fsnameservers file.

Having clusters serve foreign clients can help you address some scalability and topology issues that occur in
the traditional client model. Depending on your needs, having traditional clients, foreign clients or a mixture
may result in the best performance and functionality.

Configuring foreign servers requires creating the fsforeignservers file on client nodes, which is created
in the cvfs config directory.

@ Note: You must edit the fsforeignservers using an ASCII text editor.

Benefits of Using Foreign Servers

Configuring foreign servers allows customers to better scale large numbers of clients. Because foreign
clients do not participate in FSM elections, a lot of the complexity and message exchange in the voting
process is eliminated. In a typical StorNext HA environment, clients have equal access to both candidates,
which makes the choice of active FSM more of a load balancing decision than one of access.

Another benefit of using foreign servers is that certain topology environments prevent all clients from having
equal access to all file system s and associated primary storage. By selecting the set of file system services
for each client through the foreign servers configuration, the client sees only the relevant set of file systems.

About the fsnameservers File

The format for the fsforeignservers file is similar to the fsnameservers file in that it contains a list of IP
addresses or hostnames, preferably IP addresses. One difference is that the addresses in the
fsforeignservers file are MDC addresses, addresses of hosts that are running the FSM services. This is
in contrast to the fsnameservers file, where the name server coordinators specified may or may not also be
acting as MDCs.

In HA configurations, you would specify both the active and the standby MDCs that are hosting FSMs for the
file system in the fsforeignserversfile.

No additional configuration is needed on the MDCs that act as foreign servers. Foreign clients send
heartbeat messages to the addresses in the fsforeignservers file. The heartbeat rate is once every 5
seconds. The nodes reply to these messages with a list of local, active FSMs and the addresses by which
they may be reached.
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After you have created the fsforeignservers file, you can restart services, and mount the file systems
available through these services. All the usual requirements of a file system client apply. In addition, the
client must have access to the primary storage disks or use the LAN client mount option.

0 Note: For HA setups, the ha_vip address can be entered in the fsforeignservers file.

Cluster 1

Man-vating clients

Clustar 2

NSS2 supports foreign servers, but using cluster configurations may be preferred. The foreign server
service uses the NSS1 protocol.

Multiple fsnameservers Hosts and Redundant Metadata Networks

The addition of name server hosts to the configuration will increase the amount of name server traffic on the
metadata network. Using a redundant metadata network with multi-homed name servers further increases
the load.

0 Note: This section describes the NSS1 protocol. For NSS2, each heartbeat does not contain all file
system information. If nothing has changed, it only assures the client of this. When something changes,
only the changes are propagated. This greatly reduces the NSS traffic over the metadata network in
NSS2 versus NSS1. Also in NSS1, a heartbeat is sent to all coordinators. Each coordinator replies,
but only the first reply is processed. The remaining replies are discarded. With NSS2, a hearbeat is
only sent to the client’s primary coordinator. The primary coordinator is selected when services are
started, and is the first coordinator in a cluster to have its reply processed by the client.

StorNext 6 User's Guide 48



Chapter 3: The Configuration Wizard
Name Servers

To help you weigh the benefits versus disadvantages of having multiple name server hosts and redundant
meta-data networks, here are some points to consider:

e The fsnameservers file must be the same for all MDCs.
« Metadata controllers needn’t be name servers.
« Each additional fsnameservers entry adds additional heartbeats from every file system host.

« If multiple metadata networks service an individual file system, each network must have an
fsnameservers interface. Each fsnameservers host must have network interface(s) on every
metadata network, and each interface must be listed in the fsnameservers file.

« Atmaximum heartbeat rate, a host sends a heartbeat message to every fsnameservers entry twice per
second. The maximum rate is in effect on a given host when StorNext services are first started, and
during transition periods when an FSM is starting or failing over. Thirty seconds after services are started
and when a cluster is stable, non-hosts reduce their heartbeat rate to once every 5 seconds.

« Each heartbeat results in a heartbeat reply back to the sender.

« The size of the heartbeat and reply message depends on the number of file systems in the cluster.

Calculate Network Requirements

The following section may help you understand how to calculate computing requirements for name server
traffic in a cluster. This example assumes a transition period when all hosts are sending heartbeat messages
at twice a second.

1. Every host sends a heartbeat packet to every name server address, twice per second. If the hostis an,
the heartbeat packet contains a list of FSMs running locally.

2. Each name server maintains the master list of FSMs in the cluster. The heartbeat reply contains the list
of all FSMs in the cluster.

3. The NSS packet is 72 bytes, plus the file system entries. Each file system entry is 24 bytes plus the
name of the file system (one byte per character), including a zero byte to terminate the string.

The file system name is always rounded up to the next 8-byte boundary. For example, a file system
name of 7 characters or less would be rounded up to 8 bytes, and a file system name with 8-15
characters would be rounded up to 16 bytes. If there is room in the packet, a list of file systems which
are mounted, or could be mounted, is also included.

4. The heartbeat message size from non- clients is small because there are no locally running FSMs. The
heartbeat reply message size is significant because it contains file system locations for all FSMs in the
cluster.

5. The maximum name server packet size is 63KB (64512). This allows up to 1611 FSMs with names of 7
characters or less. With file system names of 8-15 characters, the maximum packet can hold entries for
1342 FSMs. In configurations where the maximum packet size is reached, each host would receive
129024 bytes per second from each address in the fsnameservers file. This is roughly 1MBit per second
per host/address. In a configuration with dual multi-homed name servers, there would be 4 addresses
in the fsnameservers file. Each host would then receive 4 Mbits per second of heartbeat reply data at
the maximum heartbeat rate (twice a second).
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6. Alarge cluster with 500 hosts, 1600 FSMs and 4 fsnameservers addresses would produce an
aggregate of about 500*4 or 2000 Mbits or 2 Gbits of heartbeat reply messages per second. If the 4
fsnameservers addresses belonged to two nameservers, each server would be generating 1 Gbit of
heartbeat reply messages per second.

o Note: During stable periods, the heartbeat rate for non- hosts decreases to one tenth of this rate,
reducing the heartbeat reply rate by an equivalent factor.

7. The metadata network carries more than just name server traffic. All metadata operations such as
open, allocate space, and so on use the metadata network. File system data is often carried on the
metadata network when LAN clients and servers are configured. Network capacity must include all
uses of these networks.

File Systems

Whether you access the Setup > File System page from the Configuration Wizard or by selecting File
Systems from the Configuration menu, you can view, add, edit, or delete a file system. The procedures
are the same regardless of your method of access.

When you reach this step, any previously created file systems are displayed.

o Note: See StorNext Limits on page 4 for a list of StorNext limitations.

0 Note: For Xcellis, Artico, Pro Foundation, and StorNext Metadata Appliances, the High Availability
(HA) shared file-system is already pre-configured from the factory.

On the Configuration menu, click File Systems to display the Configuration > File Systems page and
perform the following file system-related tasks:

« View a File System on page 54

« Add a File System on page 55

o EditaFile System on page 68

o Delete a File System on page 79

o Perform File System Actions on page 79

The table below shows the information displayed on the Configuration > File Systems page:

Parameter Description

File System Displays the name of the file system.
Mount Point Displays the mount point of the file system.
Host Displays the IP address of the host system where the file system is running.
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Parameter Description
Disks Displays the number of disks used by the file system.
Stripe Displays the number of stripe groups used by the file system.
Groups
Usage Displays a graphical representation of the amount of used space / total space on the file
system.
Gateways Displays the number of gateways used by the file system.

LAN Clients Displays the number of LAN clients used by the file system.

SAN Clients Displays the number of SAN clients used by the file system.

Configure Spotlight Proxy

Spotlight Proxy enables communication between a StorNext MDC and a Xsan Spotlight server. The
Spotlight server enables Spotlight search functionality for Xsan clients accessing StorNext volumes. While
Spotlight includes two configurable Spotlight search levels, ReadWrite and FsSearch, only the ReadWrite
level works with Spotlight Proxy. Quantum recommends not to configure the FsSearch level as it will

disable Spotlight Proxy.

Spotlight Search Description

Level

ReadWrite The ReadWrite level indexes attributes as well as read and index each file in the
volume.

By default, Spotlight is configured for ReadWrite indexing.

FsSearch The FsSearch level only indexes file attributes.

@ Note: Ifthe ReadWrite search level is configured, every file in the volume is read once by the Spotlight
indexing process. For Managed file systems, this includes retrieving and reading all truncated files.
Consider the impact of Spotlight indexing and ensure that Spotlight indexing is appropriate for your

environment.

Caution: Enabling Spotlight Proxy on a managed file system is not advised. Spotlight indexes data as
well as metadata and may cause truncated files to be restored from archival storage.

0 Note: A macOS X MDC is not supported as a proxy server for an FX LAN client.
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Enable Spotlight

1. Onthe Configuration menu, click File Systems. The Configuration > File Systems page appears.
2. Perform one of the following:

« Edit an existing file system. See Edit a File System on page 68.

« Create anew file system. See Add a File System on page 55.

3. Expand the Configuration Parameters heading, and then click the Features tab.
4. Select the Spotlight Proxy check box.

5. Click Apply to save the changes, or click Cancel to return to the Configuration > File Systems page.

Configure Spotlight on a macOS X version 10.12 (or later) Xsan Client

@ Note: You must configure a Mac client to act as a Spotlight Proxy server. You must only set the option
enableSpotlightServer on the system that acts as the Spotlight server, and not the system that acts
as the Spotlight client.

1. Setwith:

defaults write /Library/Preferences/com.apple.xsan enableSpotlightServer -
bool true

@ Note: The enableSpotlightServer flag only takes effect after you restart the Xsan client. Do not
attempt the next step before you restart the Xsan client.

2. Enable Spotlight for external volumes (SNFS or otherwise):

mdutil -i on /Volumes/RH6-DATA

Below are examples of the output of mdutil -s /Volume/snfs on the server and on the client.

SERVER
# mdutil -s /Volumes/snfs/
/Volumes/snfs: Indexing enabled.

CLIENT
# mdutil -i on /Volumes/snfs
/Volumes/snfs: Server search enabled.

# mdutil -s /Volumes/snfs
/Volumes/snfs: Server search enabled.
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@ Note: Ifthe error message, "Error: unknown indexing state"isdisplayed, then use the
following commands to reload the Xsan client.

launchctl unload /System/Library/LaunchDaemons/com.apple.xsan.plist
launchctl load -w /System/Library/LaunchDaemons/com.apple.xsan.plist

Troubleshoot Spotlight

@ Note: Multiple Xsan clients can be configured as Spotlight proxy servers.

The first proxy server the fsm locates becomes the proxy. If that client leaves the cluster, the fsm sequentially
scans the list of clients willing to be the proxy server and requests that each of them try to renegotiate to
become the new proxy. The first client to respond affirmatively becomes the new proxy server until it leaves
the cluster, even if the previous proxy server rejoins.

Possible Troubleshooting Items

» Toclear the Spotlight state for an external volume, execute the following:

$ sudo mdutil -E -i off /Volumes/peterson 47 acls OFF

« With sufficient file system load, and/or sufficient load on the Spotlight proxy server, there can be a

noticeable delay between something changing in the file system and Spotlight search reflecting that
change.

« Use the command mdfind to test the Spotlight server. For example:

# mdfind -onlyin /Volumes/snfs -name .jpg
/Volumes/snfs/image-dir/imgl. jpg
/Volumes/snfs/image-dir/img2.jpg
/Volumes/snfs/image-dir/img3.jpg
/Volumes/snfs/image-dir/img4. jpg

Allocation Session Reservation

The Configuration Parameters section of this screen contains a field called Allocation Session
Reservation Size. The Allocation Session Reservation feature optimizes on-disk allocation behavior.
Allocation requests occur whenever a file is written to an area that has no actual disk space allocated, and

these requests are grouped into sessions. The amount you specify at this field determines the size of the
chunk of space reserved for a session.

For more information about the Allocation Session Reservation feature, refer to the StorNext Tuning
Guide.
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View a File System

View a File System Report, Usage Statistics and Current Option
Parameters

1.
2.
3.

From the Configuration > File System page, select the file system you wish to view.
Click View.

To view the file system's parameters, click Option Parameters. Click again to hide parameter
information.

Click Done to return to the Configuration > File System page.

File System Report

The file system report provides the following information:

Parameter Description

File System The name of the file system whose information is displayed.
Licensed SAN The number of licensed SAN clients in the file system.
Clients

Licensed LAN The number of licensed LAN clients in the file system.
Clients

Licensed Gateways The number of licensed gateways in the file system.

Mount Point The file system's mount point name.
SAN Clients The number of SAN clients in the file system.
LAN Clients The number of LAN clients in the file system.
Gateways The number of gateways in the file system.
Status The current status, indicated by a green check-mark icon (ok) or a red x icon (unknown or
down).
Stripe Groups
Parameter Description
Stripe Group A list of stripe groups associated with the file system
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Parameter Description
Total Space The total amount of space in the file system
Total Inodes The total number of inodes currently in the file system
Used Space The amount of space currently consumed in the file system
Free Space The amount of free space currently available in the file system

Option Parameters

Displays the file system parameters that are defined when you create a new file system (see Configuration
Parameters in Add a File System below), or when you edit an existing file system (see Configuration
Parameters in Edit a File System on page 68).

Add a File System

The following procedure describes how to create a new file system. The number of file systems you can add
is limited only by the number of disks available for configuration.

Add a File System

1. Onthe Configuration menu, click File Systems. The Configuration > File System page displays all
currently configured file systems.

@ Note: You can also access this page from the StorNext Configuration Wizard by choosing the
File Systems option.

2. Click New to add a new file system.
3. Enter the following fields:
« File System Name: Enter the name for the new file system.

« Mount Point: Enter the mount point for the new file system, or accept the displayed default mount
point.

« Storage Manager: Select this option if you want this file system to be managed by StorNext
Storage Manager.

@ Note: If you plan to protect the contents of the file system using FlexSync, do not select the
Storage Manager option. FlexSync does not support Storage Manager protected file
systems. For additional information, see the FlexSync Documentation Center.
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« Replication/Deduplication: Select this option if you would like to enable data
replication/deduplication on the new file system.

0 Note: The StorNext Replication and Deduplication options are not supported with FlexSync
and cannot be combined with either of the options. For additional information, see the FlexSync
Documentation Center.

« Stripe Group Configuration: Select Generated or Manual. When you choose Generated,
StorNext creates the file system with typical parameters after you enter basic configuration
information. If you select Manual, you are given the opportunity to manually create the file system by
specifying all parameters. If you select Manual configuration, exit this procedure and proceed to
Manual Configuration on the next page.

StorNext uses Stripe Groups to separate data with different characteristics onto different LUNs.
Every StorNext file system has three kinds of Stripe Groups.

o Metadata Stripe Groups hold the file system metadata: the file name and attributes for every file
in the file system. Metadata is typically very small and accessed in a random pattern.

o Journal Stripe Groups hold the StorNext Journal: the sequential changes to the file system
metadata. Journal data is typically a series of small sequential writes and reads.

o User Data Stripe Groups hold the content of files. User data access patterns depend heavily on
the customer workflow, but typical StorNext use is of large files sequentially read and written.
Users can define multiple User Data Stripe Groups with different characteristics and assign data
to those Stripe Groups with Affinities; see StorNext File System Stripe Group Affinity.

See FSBlockSize, Metadata Disk Size, and JournalSize Settings for additional information about
how to determine the size of a stripe group.

Because the typical access patterns for Metadata and User Data are different, Quantum
recommends that you create different stripe groups for metadata and user data. The journal data
access patterns are similar enough to be placed on the Metadata Stripe Group.

To achieve optimal performance, Quantum recommends you split apart the data, the metadata, and
the journal data into separate stripe groups. The create, remove, and allocate (for example, write)
operations are very sensitive to I/O latency of the journal stripe group. However, if create, remove,
and allocate performance are not critical, then you can share a stripe group for both metadata and
journal. You must set the exclusive property on the metadata and journal stripe group so that it does
not get allocated for user data as well.

@ Note: Quantum recommends that you have only a single metadata stripe group. For increased
performance, use multiple LUNs (two or four) for the stripe group.

See the StorNext 6 Tuning Guide for additional information about optimizing your system.

4. If you select Generated configuration, click Continue to proceed to the second configuration page.
5. Complete the following fields:

« RAID Type: Select the RAID type that corresponds to your system configuration from the drop-
down list.
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@ Note: If you are using a StorNext G300 Gateway Appliance, the default value is Quantum
Disk.

« Data Disks per LUN: The number of data disks per LUN.

« Segment Size (Bytes): The amount of data that will be written to one drive in a RAID LUN before
writing data to the next drive in that LUN. Configure the Segment Size using the RAID user
interface.

» Data Stripe Breadth: The amount of data that StorNext writes to a LUN before switching to the
next LUN within a stripe group. For best performance in many RAIDs, you can set the Data Stripe
Breadth to a value resulting from the following calculation:

Data Stripe Breadth Value = Segment Size x Disks per LUN

@ Note: Required fields are marked by an asterisk (*).

6. Selectone or more disks to assign to the file system.

@ Note: Use the check-box column to select or deselect.

7. After selecting one or more disks, click Meta to designate any disks to be used for metadata, or click
Journal to any disks for journaling. A disk can be used for both metadata and journaling.

8. Inthefield to the left of the Label button, enter a label name. Click Label to apply the label name to the
selected labels. Click Unlabel to remove the label name from selected labels.

©

After you are finished entering label information, click Assign to assign the selected disks to the file
system. Click Unassign to remove existing associations between disks and the file system. For
example, if you assign disks erroneously, clicking Unassign is an easy way to remove associations and
reassign disks.

10. Click Continue.

11. Click the arrows beside the headings Configuration Parameters and Stripe Group/Disk
Management to display that information. If desired, make any changes in these areas.

12. When you are satisfied with the file system parameters, click Apply. StorNext automatically configures
and mounts the file system based on the information you entered.

Manual Configuration

If you chose Manual Configuration, you must complete the fields on the Configuration Parameters tabs
and the Stripe Group/Disk Management fields.

0 Note: If necessary, click the arrow to the left of these headings to display the tabs and fields.

1. When you are finished entering Configuration Parameters and Stripe Group/Disk Management
information for the manually configured file system, click Apply to save your changes and create the file
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system.

2. When a message informs you that the file system was successfully created, click OK.

Configuration Parameters > Allocation Tab

The Allocation tab contains fields that affect how resources are allocated on your file system.

Journal Size: Defines the size of the file system journal.

Strategy: Defines the method for choosing stripe groups when allocating disk blocks. Options are
Round, Fill, or Balance.

Reserved Space: Enables delayed allocations on clients. Reserved space is a performance feature that
allows clients to perform buffered writes on a file without first obtaining real allocations from the metadata
controller. The allocations are performed later during periodic cache synchronization.

0 Note: If the Reserved Space option is not enabled, slightly more disk space will be available, but
file fragmentation may increase and performance may not be satisfactory.

Stripe Align Size: Defines the minimum allocation size to trigger automatic stripe-aligned allocations.

Inode Stripe Width: If non-zero, causes large files to have their allocations striped across stripe groups
in chunks of the specified size.

Allocation Session Reservation Size: The Allocation Session Reservation feature optimizes on-disk
allocation behavior. Allocation requests occur whenever a file is written to an area that has no actual disk
space allocated, and these requests are grouped into sessions. The amount you specify in this field
determines the size of the chunk of space reserved for a session.

In the first field enter the desired chunk size. At the second field specify the chunk unit of measure
(B=bytes, KB=kilobytes, MB=megabytes, GB=gigabytes, TB=terabytes). For more information about
the Allocation Session Reservation feature, refer to the StorNext File System Tuning Guide.

Affinity Preference: If checked, permits files of a particular affinity to have their allocations placed on
other available stripe groups (with non-exclusive affinities) when the stripe groups of their assigned
affinity do not have sufficient space. Otherwise, allocation attempts will fail with an out-of-space error.

For additional information, see Affinity.

Auto Affinities: Designates the affinity (one or more stripe groups) to which allocations will be targeted
for all files on this file system whose names have the specified file extension.

To add a new entry to the Auto Affinities table, type a file extension (omit the "." dot), select an affinity
from the Affinity menu, and click Add. Use the file extension "*" (asterisk) to indicate "all other" file
extensions that are not explicitly listed. The Affinity menu will list only affinities that are currently
assigned to a stripe group of this file system. The affinity NoAffinity indicates that allocations will be
targeted at stripe groups that have no affinity. To delete one or more entries, check any rows to delete,
and click Delete.

Each unique file extension can be targeted at only one affinity. However, each affinity may serve as the
allocation target for more than one file extension. To sort the Auto Affinities table by file extension or
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affinity name, click the File Extension or Affinity column title, respectively. Multiple clicks cause the sort
order to alternate between ascending and descending alphabetic order.

Configuration Parameters > Performance Tab

The Performance tab fields allow you to adjust parameters for optimized performance.

Buffer Cache Size: Defines the amount of memory used by the FSM process for caching metadata.

Inode Cache Size: Defines the number of inodes that can be cached in the SNFS server. The default
and minimum setting for the cache size is 16.

Use Physical Memory Only: When this option selected, the file system will use only physical memory,
not swapped or paged.

High Priority FSM: Determines whether the FSM process should run with real-time priority.

Configuration Parameters > Debug Tab

The Debug tab fields allow you to enable or disable debugging and set parameters for the debug log.

Enable Debugging: Enables detailed file system debug tracing. When debug tracing is enabled, file
system performance could be significantly reduced.

Debug Log Settings: Settings to turn on debug functions for the file system server. The log information
may be useful if a problem occurs. A Quantum Technical Assistance Center representative may ask for
certain debug options to be activated to analyze a file system or hardware problem.

Maximum Log Size: Defines the maximum number of bytes (size) to which a StorNext Server log file
can grow. When the log file reaches the specified size, it is rolled and a new log is started. In this situation,
the two log files might use twice the maximum log size space specified in this field. The range is from 1 to
32 megabytes.

Maximum Number of Logs: Determines the number of rolled logs kept. Choices range from 4 to 64.

OP Hang Limit (Seconds): Defines the time threshold (in seconds) used by the FSM process to
discover hung operations.

Configuration Parameters > Features Tab

The Features tab fields allow you to enable or disable various file system-related features.

« Case Insensitive: This option can only be enabled on a new file system, and controls how the FSM

reports case sensitivity to clients. Windows clients are always case insensitive, Mac clients default to case
insensitive, but if the FSM is configured as case sensitive then they will operate in case sensitive mode.
Linux clients will follow the configuration variable, but can operate in case insensitive mode on a case
sensitive file system by using the caseinsensitive mount option.

You cannot enable or disable this option using the GUI after you have created a file system.

@ Note: Linux clients must be at StorNext 5.4 or later to enable this behavior.
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Caution: Before you enable case insensitive, Quantum recommends that you stop the file system
and then run cvfsck -A to detect name case collisions (this process might consume a large amount
of time). The cvupdatefs command does not enable case insensitive when name case collisions are
presentin the file system.

Caution: After you run cvfsck -A, stop the file system (if it is not already stopped) and run the
command cvupdatefs once the configuration file has been updated in order to enable or disable
case insensitive. Also, clients must re-mount the file system in order to pick up the change.

How To Enable Case Sensitivity on an Existing File System Using the CLI

The StorNext GUI only allows you to enable the Case Insensitive option on a new file system during its
creation. Using the CLlI, you can use the following procedure on an existing file system to enable case
sensitivity.

@ Note: The following procedures only applies to the CLI.

1. Use the CLI to edit the following file, and to set the variable, caselnsensitive, to the value, true:

/usr/cvfs/config/snfsl.cfgx

2. Run the following command:
/usr/adic/util/syncha.pl -primary

3. Wait approximately one minute, or run the following command on the backup node:
/usr/adic/util/syncha.pl -secondary

4. Run the following command to stop the file system:

cvadmin -e ‘stop snfsl'

5. Run the following command to commit the configuration change to the system:

cvupdatefs snfsl
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6. Run the following command to start the file system:

cvadmin -e 'start snfsil'

« 1/0 Tokens: Allows you to select which coherency model should be used when different clients open the
same file, concurrently. If I/O Tokens is disabled, then the coherency model uses 3 states: exclusive,
shared, and shared write. If a file is exclusive, only one client at a time can use the file. Shared indicates
that multiple clients can have the file open but only in read only mode. This allows clients to cache datain
memory. Shared write indicates that multiple clients can have the file open and at least one client has the
file open for write. In this mode, coherency is resolved by using DMA I/O and no caching of data.

If1/0 Tokens is enabled, there are two cases:

1. If all the file opens are read-only, no token is used and all clients can read and cache data. In other
words, writes are not allowed.

2. If atleast one client opens the file for write, each 1/0 performed by a client must have a token. In other
words, clients can do many I/Os while they have the token, and can use the cache until it is
invalidated.

As a best practice, if you have multiple writers on a file, enable I/O Tokens, unless you know that the
granularity and length of I/Os are safe for DMA.

0 Note: File locking does not prevent read-modify-write across lock boundaries.

For backward compatibility, if a client opens a file from a prior StorNext release that does not support /0
Tokens, then the coherency model reverts to the Shared Write model using DMA I/O, but on a file-by-
file basis.

@ Note: Ifthe I/0 Tokens option is changed and the MDC is restarted, then the files that were open
at that time continue to operate in the model before the change. To switch these files to the new
value of /O Tokens, all applications must close the file and wait for a few seconds and then re-open
it. Or, if the value was switched from enabled to disabled, then a new client can open the file and all
clients are transparently switched to the old model on that file.

For additional information, see StorNext File System Data Coherence on page 186.

« Security Model: Determines the scheme for specifying and enforcing security policies. The available
options are legacy, unixpermbits, and acl. The default value is legacy.

o Ifthe Security Model is legacy, the Unix Id Mapping field is grayed out (disabled); however, the
Windows Security option and the Enforce ACLs option remain enabled.

o Ifthe Security Model is acl, the Unix Id Mapping field is not grayed out; however, the Windows
Security and the Enforce ACLs are grayed out (disabled).

o Ifthe Security Model is acl, the Unix Id Mapping field is not allowed to be none. You must select a
value from the Unix Id Mapping list.
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« Unix Id Mapping: Determines the Unix Id mapping. The available options are none, algorithmic,
winbind, and mdc. The default value is none.

« Windows Security: Determines whether Windows ACLs are enabled for the file system.
« Enforce ACLs: Determines whether ACLs are enforced on XSan clients.

« Windows Global ShareMode: Determines whether Windows Global ShareMode is enabled for the file
system. The Global ShareMode variable enables or disables the enforcement of Windows Share Modes
across StorNext clients. This feature is limited to StorNext clients running on Microsoft Windows
platforms. See the Windows CreateFile documentation for the details on the behavior of share modes.
When enabled, sharing violations will be detected between processes on different StorNext clients
accessing the same file. Otherwise sharing violations will only be detected between processes on the
same system. The default of this variable is false. This value may be modified for existing file systems.

« Quotas: Specifies whether the Quota feature is enabled for the file system.

@ Note: Quotas are calculated differently on Windows and Linux systems. You cannot migrate a
metadata controller running quotas between these different types.

0 Note: You cannot configure the Quotas feature when the securityModel is set to legacy and
windowsSecurity is set to false.

ﬂ Note: To configure an individual user quota or group quota, use the CLI command snquota. To
configure a directory quota, use the StorNext GUI (see Manage Quotas on page 549).

» Quota Logs Retention Period: If Quotas is enabled, you can configure the length of time (Days,
Weeks, Years) to retain the Quota logs. In other words, Quota logs are not retained after the length of
time determined by the Quota Logs Retention Period value.

« Named Streams: Determines whether a file system includes support for the Xsan Named Streams
feature. Accessing files with Named Streams from a non-Xsan client is not supported. The Named
Streams feature enables the storing of additional file system metadata. Because of this, the Named
Streams feature cannot be disabled after it has been applied to a file system. See StorNext Named
Streams for Managed File Systems below for additional information.

StorNext Named Streams for Managed File Systems

Beginning with StorNext 6.2, you can enable the Named Streams feature for managed file systems. If
you enable Name Streams, then it causes user-defined metadata created from macQOS clients, such as
extended attributes and Resource Forks, to be stored directly in StorNext metadata instead of creating
Apple Double files having the "._" prefix. Besides reducing the number of files, the feature improves

overall performance and reduces overhead, especially with macOS Finder.
0 Note: You can enable Named Streams for an existing managed file system; however, you should

immediately run the macOS dot_clean(1) utility to merge Apple Double files into StorNext
metadata.
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Considerations for Resource Forks

Below are items you should take into account regarding how Storage Manager interacts with
Resource Forks when you enable the Named Streams feature:

While versions of the primary files are tracked as before, versions of Resource Forks are not kept. If
changes are made to a Resource Fork, only the most recent version is kept.

A change of version in the primary file does not affect an associated Resource Fork.

Resource Forks can only be truncated by policy.

ﬂ Note: Their truncation is not tied to the truncation of the primary file. A file can be truncated
with a disk resident named stream or vice versa.

The retrieval of a primary file will not cause the retrieval of an associated Resource Fork. It will not
be retrieved until iffwhen it is accessed.

A Resource Fork is not visible in the Linux namespace.
When a primary file with a Resource Fork is removed, its Resource Fork is removed as well.

If just the Resource Fork is removed, the information needed to recover that Resource Fork is not
kept. This removal does not affect the primary file.

When a primary file is recovered its Resource Fork is automatically recovered with it. It is not
possible to recover only the primary file or the named stream.

If a stored named stream is updated, both the named stream and the primary file can end up being
re-stored, regardless of whether or not the primary file was also updated. This is also true if the
primary file is updated; both can be re-stored. See Modification of Files with Named Streams on the
next page, which provides information about modification of named streams.

Improved Recovery of Deleted Files for Managed File Systems

Beginning with StorNext 6.2, a complete set of metadata is saved when a file under a Storage Manager
policy is deleted. Besides basic file attributes, this also includes:

m Extended Windows ACLs and DOS bits

m Extended attributes

m macOS resource forks

This metadata is included when a file is recovered using the Storage Manager fsrecover(1) command,
provided the system is running StorNext 6.2 (or later) when the file was deleted. In releases prior to
StorNext 6.2, only very basic metadata, such as the following, was saved at the time of deletion:
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m Unix file owner
= Unix permission bits
m Modification time

m File size

Modification of Files with Named Streams

While there is a relationship between a primary file and its named stream from a user perspective, from
the Storage Manager perspective they are two separate files. Each is stored, truncated, retrieved, and so
on, individually as needed.

One relationship the two files do share is that the files with named streams, and their associated named
streams, share their modification time. If the file or the named stream is updated, the one shared
modification time is updated.

Within Storage Manager, the modification time for stored files is tracked in the database as a mechanism
to help ensure data integrity. For example, if a named stream is updated, the modification time is changed
and that modification time does not match the saved value for the primary file.

When a manual store (fsstore) is run on the primary file, where the modification time in the inode does
not match the database value, the current version is invalidated and the file is re-stored with a new
version.

ﬂ Note: The fspolicy process does not make the modification time check and the file is not restored
then by a policy. However, when it is time to truncate the file, the modification time check is made
and the current file version is invalidated and the file is added as a candidate to be restored. The
following fspolicy restores the file.

@ Note: You can only truncate a named stream using a truncation policy. Since you cannot specify
files in a policy, then you must use the following command to truncate all truncation candidates:
fspolicy -tc -m0 -00

« Spotlight Proxy: Determines if Spotlight proxy is enabled for the file system. For additional information,
see Configure Spotlight Proxy on page 51.

« Use Active Directory SFU: Determines if Active Directory is enabled for the file system.
« File Locks: Determines whether the FSM tracks and enforces file locks across all clients.

« FileLock Resync Timeout: Defines the timeout for clients re-registering file locks following FSM
failover.

« Metadata Archive: Lets you enable or disable metadata archive creation by the FSM process. A
metadata archive logs file system operations and is a key piece of restoring a file system after a disaster
on non-managed or managed file systems. By default, metadata archive creation is disabled on non-
managed file systems, and enabled on managed file systems.
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Metadata Archive Days: Allows you to set the number of days of metadata history to keep available in
the Metadata Archive. The default value is zero (no metadata history).

Metadata Archive Cache Size: Allows you to configure the size of the memory cache for the Metadata
Archive. The default value is 2 GiB.

Metadata Archive Search: Allows you to enable or disable the Metadata Archive Search capability in
Metadata Archive. If enabled, Metadata Archive supports advanced searching capabilities that are
used by various other StorNext features. Metadata Archive Search is enabled by default and should
only be disabled if performance issues are experienced.

Audit: This option allows you to control if the file system maintains extra metadata for use with the
snaudit command and for tracking client activity on files. By default, this option is disabled.

0 Note: The Audit feature requires that the Metadata Archive option is enabled.

When the Audit feature is enabled, then the FSM requests that file system clients send information about
what file I/0 they have performed. The FSM then records this information in the Metadata Archive. The
snaudit tool queries the data from there. As a consequence of the data originating in the client, some
information might not be gathered from older clients who do not know how to send the necessary data.

Global Super User: Enable this option (check the box) to allow a user with super-user privileges to
assert these privileges on the file system.

o Ifthe Global Super User option is enabled, super users have global access rights on the file system.
This selection is the same as the maproot=0 directive in the Network File System (NFS).

o Ifthe Global Super User option is not enabled, super users can modify only files they can access, like
any other users.

Configuration Parameters > LDAP Tab

The LDAP tab fields allow you to enter parameters related to LDAP (Lightweight Directory Access Protocol,
an application protocol for querying and modifying directory services running over TCP/IP).

Unix File Creation Mode on Windows: The number of mode bits for UNIX files
UnixDirectory Creation Mode on Windows: The number of mode bits for UNIX directories.
Unix Nobody UID on Windows: UNIX user ID to use if no other mapping can be found.
Unix Nobody GID on Windows: UNIX group ID to use if no other mapping can be found.

Unix ID Fabrication on Windows: Allows you to enable or disable using fabricated IDs on a per-file
system basis. If enabled, Windows user IDs are mapped using fabricated IDs.

Configuration Parameters > Advanced Tab

The Advanced tab fields allow you to enable or disable advanced file system-related features.

File System Capacity Threshold: Defines the file system fill level (in percent) that triggers a RAS
event.
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« Extent Count Threshold: Defines the number of extents in a file required to trigger a fragmentation
RAS event.

- Remote Notification: Determines whether to enable partial support for cluster-wide Windows directory
event notification.

Stripe Groups/Disk Management Fields

To modify an existing stripe group, under the Stripe Groups heading select the stripe group you want to
modify, and then change its properties as desired.

To add a new stripe group to the file system, click Add and then enter the remaining fields for the new stripe
group.

(Optional) Select the Skip trim/unmap of thin provisioned disks option to disable the trim operation for
thin provisioned disks. By default, this option is not selected and all thin provisioned disks found are trimmed

(unmapped) as part of creating a file system. The trim operation can take several minutes depending on the
mappings present in the storage array.

When you are finished on the Stripe Group tab, click Apply to save your changes, or Cancel to abandon
your changes.

« Stripe Group: Select the stripe group you want to modify or delete.

« Add: Click this button to add a new stripe group.

@ Note: Ifthe following indented fields are not displayed, they appear after you click Add. Likewise,
after you delete a stripe group these fields may not be displayed.

o Name: Enter a name for the new stripe group, or skip this field to accept the displayed name.

o Breadth: Specify the stripe group breadth, which is the number of kilobytes (KB) that is read from or
written to each disk in the stripe group.

o Content: Specify whether the stripe group will be used for metadata, journaling, or user data. You can
specify one, two, or all of these content types.

o Delete: Click this button to delete the currently selected stripe group.

WARNING: This particular delete function does not provide a confirmation message, so be
absolutely sure you want to delete the selected stripe group before you click Delete. The selected
stripe group is immediately deleted after you click Delete. This function is permanent and
irreversible.

« Affinity: An affinity is a label that allows you to control the physical location of files, by placing selected file
types on specific stripe groups. Managed file systems are restricted to using only two affinities, which are
used for Disk-to-Disk relocation Storage Manager policies. Managed file systems are limited to using the
same two affinity names on all managed file systems. By default, the affinity names on a managed file
systems are “Tier1” and “Tier2”.

For unmanaged file systems, using affinities is a two step process:
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1. Each stripe group can be assigned one or more affinities during file system configuration.
2. Adirectory is associated with each affinity.

For example, if you configure stripe group SG2 to have affinity AFF2 and then associate the directory
special_files with affinity AFF2, all files put into special_files can exist only on the disks that make up
SG2. Otherwise, the files put into that directory could exist on any stripe group or on any disk in the file
system.

It makes sense to use affinities in environments where performance is critical. For example, you might
want to constrain video files to a stripe group made of Fibre Channel disks tuned for video playback, but
have audio files reside on slower SCSI disks in a different stripe group.

You cannot remove an affinity from a stripe group if that affinity is not assigned to another stripe group
and the Auto Affinities table includes a file extension that is targeted at that affinity. Instead you must
first update the Auto Affinities table to delete that auto affinity entry. See the Auto Affinities section for
how to delete an auto affinity.

If you want to associate an affinity to the new stripe group, select the desired options.

o Exclusive: When this option is enabled, the selected stripe group is used exclusively for the affinity's
files.

o Access: Specify the permission level for the stripe group:
o Full R/W (read/write)
o Read Only
o Disabled

o Quality of Service: The RTIO/RVIO implementation of Quality of Service is being deprecated in favor
of Quality of Service Bandwidth Management (QBM) on page 82. Specify parameters for the Quality
of Service (QOS) feature. QOS allows real-time applications to reserve a specified amount of
bandwidth on the storage system.

o RealTime I/O/sec: The amount of /O per second to reserve for realtime applications.
o RealTime I/O MB/sec: The amount of I/O space per second to reserve for realtime applications.
o Non-RealTime I/0O/sec: The amount of /O per second to reserve for non-realtime applications.

o Non-RealTime I/0O MB/sec: The amount of I/O space per second to reserve for non-realtime
applications.

o RealTime Timeout secs: The timeout interval to reserve for realtime applications.

o Disk Assignment: Select one or more disks to assign to the file system. Press and hold Shift or Ctrl
to select multiple disks.

o Label: In the field to the left of the Label button, enter a label name. Click Label to apply the label
name to the selected disks.

o Unlabel: Click Unlabel to remove label names from selected disks.
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o Assign: Click Assign to assign selected disks to the file system stripe group.

o Unassign: Click Unassign to remove previous associations between disks and the stripe group.

Edit a File System

Edit a File System
1. From the Configuration > File Systems page, select the file system you wish to edit.
2. Click Edit.
3. Select one or both of the following fields:
« Storage Manager: Select this option to enable the file system for StorNext Storage Manager.

« Replication/Deduplication: Select this option to enable data replication/deduplication or deselect it
to disable the feature.

0 Note: If a SDISK already exists in the unmanaged file system, the SDISK must be deleted
before the file system can be enabled for Storage Manager and/or
Replication/Deduplication feature(s).

4. Modify file system information as desired by clicking the tabs and editing or adding information. (See
field descriptions under the headings Configuration Parameters Tab and Stripe Group/Disk
Management Fields below.)

5. Click Finish to save changes and return to the Configuration > File Systems page, or click Cancel
to exit without saving.

Manual Configuration

If you chose Manual Configuration, you must complete the fields on the Configuration Parameters tabs
and the Stripe Group/Disk Management fields.

0 Note: If necessary, click the arrow to the left of these headings to display the tabs and fields.

1. When you are finished entering Configuration Parameters and Stripe Group/Disk Management
information for the manually configured file system, click Apply to save your changes and create the file
system.

2. When a message informs you that the file system was successfully created, click OK.

Configuration Parameters > Allocation Tab

The Allocation tab contains fields that affect how resources are allocated on your file system.
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» Journal Size: Defines the size of the file system journal.

« Strategy: Defines the method for choosing stripe groups when allocating disk blocks. Options are
Round, Fill, or Balance.

« Reserved Space: Enables delayed allocations on clients. Reserved space is a performance feature that
allows clients to perform buffered writes on a file without first obtaining real allocations from the metadata
controller. The allocations are performed later during periodic cache synchronization.

0 Note: Ifthe Reserved Space option is not enabled, slightly more disk space will be available, but
file fragmentation may increase and performance may not be satisfactory.

« Stripe Align Size: Defines the minimum allocation size to trigger automatic stripe-aligned allocations.

« Inode Stripe Width: If non-zero, causes large files to have their allocations striped across stripe groups
in chunks of the specified size.

« Allocation Session Reservation Size: The Allocation Session Reservation feature optimizes on-disk
allocation behavior. Allocation requests occur whenever a file is written to an area that has no actual disk
space allocated, and these requests are grouped into sessions. The amount you specify in this field
determines the size of the chunk of space reserved for a session.

In the first field enter the desired chunk size. At the second field specify the chunk unit of measure
(B=bytes, KB=kilobytes, MB=megabytes, GB=gigabytes, TB=terabytes). For more information about
the Allocation Session Reservation feature, refer to the StorNext File System Tuning Guide.

« Affinity Preference: If checked, permits files of a particular affinity to have their allocations placed on
other available stripe groups (with non-exclusive affinities) when the stripe groups of their assigned
affinity do not have sufficient space. Otherwise, allocation attempts will fail with an out-of-space error.

For additional information, see Affinity.

« Auto Affinities: Designates the affinity (one or more stripe groups) to which allocations will be targeted
for all files on this file system whose names have the specified file extension.

To add a new entry to the Auto Affinities table, type a file extension (omit the "." dot), select an affinity
from the Affinity menu, and click Add. Use the file extension "*" (asterisk) to indicate "all other" file
extensions that are not explicitly listed. The Affinity menu will list only affinities that are currently
assigned to a stripe group of this file system. The affinity NoAffinity indicates that allocations will be
targeted at stripe groups that have no affinity. To delete one or more entries, check any rows to delete,
and click Delete.

Each unique file extension can be targeted at only one affinity. However, each affinity may serve as the
allocation target for more than one file extension. To sort the Auto Affinities table by file extension or
affinity name, click the File Extension or Affinity column title, respectively. Multiple clicks cause the sort
order to alternate between ascending and descending alphabetic order.

Configuration Parameters > Performance Tab

The Performance tab fields allow you to adjust parameters for optimized performance.
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Buffer Cache Size: Defines the amount of memory used by the FSM process for caching metadata.

Inode Cache Size: Defines the number of inodes that can be cached in the SNFS server. The default
and minimum setting for the cache size is 16.

Use Physical Memory Only: When this option selected, the file system will use only physical memory,
not swapped or paged.

High Priority FSM: Determines whether the FSM process should run with real-time priority.

Configuration Parameters > Debug Tab

The Debug tab fields allow you to enable or disable debugging and set parameters for the debug log.

Enable Debugging: Enables detailed file system debug tracing. When debug tracing is enabled, file
system performance could be significantly reduced.

Debug Log Settings: Settings to turn on debug functions for the file system server. The log information
may be useful if a problem occurs. A Quantum Technical Assistance Center representative may ask for
certain debug options to be activated to analyze a file system or hardware problem.

Maximum Log Size: Defines the maximum number of bytes (size) to which a StorNext Server log file
can grow. When the log file reaches the specified size, it is rolled and a new log is started. In this situation,
the two log files might use twice the maximum log size space specified in this field. The range is from 1 to
32 megabytes.

Maximum Number of Logs: Determines the number of rolled logs kept. Choices range from 4 to 64.

OP Hang Limit (Seconds): Defines the time threshold (in seconds) used by the FSM process to
discover hung operations.

Configuration Parameters > Features Tab

The Features tab fields allow you to enable or disable various file system-related features.

« Case Insensitive: This option can only be enabled on a new file system, and controls how the FSM

reports case sensitivity to clients. Windows clients are always case insensitive, Mac clients default to case
insensitive, but if the FSM is configured as case sensitive then they will operate in case sensitive mode.
Linux clients will follow the configuration variable, but can operate in case insensitive mode on a case
sensitive file system by using the caseinsensitive mount option.

You cannot enable or disable this option using the GUI after you have created a file system.

@ Note: Linux clients must be at StorNext 5.4 or later to enable this behavior.

Caution: Before you enable case insensitive, Quantum recommends that you stop the file system
and then run cvfsck -A to detect name case collisions (this process might consume a large amount
of time). The cvupdatefs command does not enable case insensitive when name case collisions are
presentin the file system.
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Caution: After you run cvfsck -A, stop the file system (if it is not already stopped) and run the
command cvupdatefs once the configuration file has been updated in order to enable or disable
case insensitive. Also, clients must re-mount the file system in order to pick up the change.

How To Enable Case Sensitivity on an Existing File System Using the CLI

The StorNext GUI only allows you to enable the Case Insensitive option on a new file system during its
creation. Using the CLlI, you can use the following procedure on an existing file system to enable case
sensitivity.

@ Note: The following procedures only applies to the CLI.

1. Use the CLI to edit the following file, and to set the variable, caselnsensitive, to the value, true:

/usr/cvfs/config/snfsl.cfgx

2. Run the following command:

/usr/adic/util/syncha.pl -primary

3. Wait approximately one minute, or run the following command on the backup node:

/usr/adic/util/syncha.pl -secondary

4. Run the following command to stop the file system:

cvadmin -e ‘'stop snfsl'

5. Run the following command to commit the configuration change to the system:

cvupdatefs snfsl

6. Run the following command to start the file system:

cvadmin -e 'start snfsil'
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« 1/0 Tokens: Allows you to select which coherency model should be used when different clients open the
same file, concurrently. If I/O Tokens is disabled, then the coherency model uses 3 states: exclusive,
shared, and shared write. If a file is exclusive, only one client at a time can use the file. Shared indicates
that multiple clients can have the file open but only in read only mode. This allows clients to cache datain
memory. Shared write indicates that multiple clients can have the file open and at least one client has the
file open for write. In this mode, coherency is resolved by using DMA I/O and no caching of data.

If /0 Tokens is enabled, there are two cases:

1. Ifallthe file opens are read-only, no token is used and all clients can read and cache data. In other
words, writes are not allowed.

2. If atleast one client opens the file for write, each 1/0 performed by a client must have a token. In other
words, clients can do many I/Os while they have the token, and can use the cache until it is
invalidated.

As a best practice, if you have multiple writers on a file, enable 1/O Tokens, unless you know that the
granularity and length of I/Os are safe for DMA.

@ Note: File locking does not prevent read-modify-write across lock boundaries.

For backward compatibility, if a client opens a file from a prior StorNext release that does not support I/0
Tokens, then the coherency model reverts to the Shared Write model using DMA 1/O, but on a file-by-
file basis.

@ Note: Ifthe I/0 Tokens option is changed and the MDC is restarted, then the files that were open
at that time continue to operate in the model before the change. To switch these files to the new
value of /0 Tokens, all applications must close the file and wait for a few seconds and then re-open
it. Or, if the value was switched from enabled to disabled, then a new client can open the file and all
clients are transparently switched to the old model on that file.

For additional information, see StorNext File System Data Coherence on page 186.

« Security Model: Determines the scheme for specifying and enforcing security policies. The available
options are legacy, unixpermbits, and acl. The default value is legacy.

o Ifthe Security Model is legacy, the Unix Id Mapping field is grayed out (disabled); however, the
Windows Security option and the Enforce ACLs option remain enabled.

o Ifthe Security Model is acl, the Unix Id Mapping field is not grayed out; however, the Windows
Security and the Enforce ACLs are grayed out (disabled).

o Ifthe Security Model is acl, the Unix Id Mapping field is not allowed to be none. You must select a
value from the Unix Id Mapping list.

« Unix Id Mapping: Determines the Unix Id mapping. The available options are none, algorithmic,
winbind, and mdc. The default value is none.

« Windows Security: Determines whether Windows ACLs are enabled for the file system.

« Enforce ACLs: Determines whether ACLs are enforced on XSan clients.
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« Windows Global ShareMode: Determines whether Windows Global ShareMode is enabled for the file
system. The Global ShareMode variable enables or disables the enforcement of Windows Share Modes
across StorNext clients. This feature is limited to StorNext clients running on Microsoft Windows
platforms. See the Windows CreateFile documentation for the details on the behavior of share modes.
When enabled, sharing violations will be detected between processes on different StorNext clients
accessing the same file. Otherwise sharing violations will only be detected between processes on the
same system. The default of this variable is false. This value may be modified for existing file systems.

» Quotas: Specifies whether the Quota feature is enabled for the file system.

@ Note: Quotas are calculated differently on Windows and Linux systems. You cannot migrate a
metadata controller running quotas between these different types.

0 Note: You cannot configure the Quotas feature when the securityModel is set to legacy and
windowsSecurity is set to false.

ﬂ Note: To configure an individual user quota or group quota, use the CLI command snquota. To
configure a directory quota, use the StorNext GUI (see Manage Quotas on page 549).

« Quota Logs Retention Period: If Quotas is enabled, you can configure the length of time (Days,
Weeks, Years) to retain the Quota logs. In other words, Quota logs are not retained after the length of
time determined by the Quota Logs Retention Period value.

« Named Streams: Determines whether a file system includes support for the Xsan Named Streams
feature. Accessing files with Named Streams from a non-Xsan client is not supported. The Named
Streams feature enables the storing of additional file system metadata. Because of this, the Named
Streams feature cannot be disabled after it has been applied to a file system. See StorNext Named
Streams for Managed File Systems below for additional information.

StorNext Named Streams for Managed File Systems

Beginning with StorNext 6.2, you can enable the Named Streams feature for managed file systems. If
you enable Name Streams, then it causes user-defined metadata created from macOS clients, such as
extended attributes and Resource Forks, to be stored directly in StorNext metadata instead of creating
Apple Doubile files having the "._" prefix. Besides reducing the number of files, the feature improves

overall performance and reduces overhead, especially with macOS Finder.

0 Note: You can enable Named Streams for an existing managed file system; however, you should
immediately run the macOS dot_clean(1) utility to merge Apple Double files into StorNext
metadata.

Considerations for Resource Forks

Below are items you should take into account regarding how Storage Manager interacts with
Resource Forks when you enable the Named Streams feature:
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m  While versions of the primary files are tracked as before, versions of Resource Forks are not kept. If
changes are made to a Resource Fork, only the most recent version is kept.

m A change of version in the primary file does not affect an associated Resource Fork.

m Resource Forks can only be truncated by policy.

@ Note: Their truncation is not tied to the truncation of the primary file. A file can be truncated
with a disk resident named stream or vice versa.

m The retrieval of a primary file will not cause the retrieval of an associated Resource Fork. It will not
be retrieved until if/when it is accessed.

m A Resource Fork is not visible in the Linux namespace.
m When a primary file with a Resource Fork is removed, its Resource Fork is removed as well.

m [fjust the Resource Fork is removed, the information needed to recover that Resource Fork is not
kept. This removal does not affect the primary file.

m When a primary file is recovered its Resource Fork is automatically recovered with it. It is not
possible to recover only the primary file or the named stream.

m [f a stored named stream is updated, both the named stream and the primary file can end up being
re-stored, regardless of whether or not the primary file was also updated. This is also true if the
primary file is updated; both can be re-stored. See Modification of Files with Named Streams on the

next page, which provides information about modification of named streams.

Improved Recovery of Deleted Files for Managed File Systems

Beginning with StorNext 6.2, a complete set of metadata is saved when a file under a Storage Manager
policy is deleted. Besides basic file attributes, this also includes:

m Extended Windows ACLs and DOS bits
m Extended attributes
m macOS resource forks

This metadata is included when afile is recovered using the Storage Manager fsrecover(1) command,
provided the system is running StorNext 6.2 (or later) when the file was deleted. In releases prior to
StorNext 6.2, only very basic metadata, such as the following, was saved at the time of deletion:

m Unix file owner
= Unix permission bits
m Modification time

m File size
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Modification of Files with Named Streams

While there is a relationship between a primary file and its named stream from a user perspective, from
the Storage Manager perspective they are two separate files. Each is stored, truncated, retrieved, and so
on, individually as needed.

One relationship the two files do share is that the files with named streams, and their associated named
streams, share their modification time. If the file or the named stream is updated, the one shared
modification time is updated.

Within Storage Manager, the modification time for stored files is tracked in the database as a mechanism
to help ensure data integrity. For example, if a named stream is updated, the modification time is changed
and that modification time does not match the saved value for the primary file.

When a manual store (fsstore) is run on the primary file, where the modification time in the inode does
not match the database value, the current version is invalidated and the file is re-stored with a new
version.

@ Note: The fspolicy process does not make the modification time check and the file is not restored
then by a policy. However, when it is time to truncate the file, the modification time check is made
and the current file version is invalidated and the file is added as a candidate to be restored. The
following fspolicy restores the file.

0 Note: You can only truncate a named stream using a truncation policy. Since you cannot specify
files in a policy, then you must use the following command to truncate all truncation candidates:
fspolicy -tc -m0 -o00

« Spotlight Proxy: Determines if Spotlight proxy is enabled for the file system. For additional information,
see Configure Spotlight Proxy on page 51.

« Use Active Directory SFU: Determines if Active Directory is enabled for the file system.
« File Locks: Determines whether the FSM tracks and enforces file locks across all clients.

« FileLock Resync Timeout: Defines the timeout for clients re-registering file locks following FSM
failover.

- Metadata Archive: Lets you enable or disable metadata archive creation by the FSM process. A
metadata archive logs file system operations and is a key piece of restoring a file system after a disaster
on non-managed or managed file systems. By default, metadata archive creation is disabled on non-
managed file systems, and enabled on managed file systems.

« Metadata Archive Days: Allows you to set the number of days of metadata history to keep available in
the Metadata Archive. The default value is zero (no metadata history).

« Metadata Archive Cache Size: Allows you to configure the size of the memory cache for the Metadata
Archive. The default value is 2 GiB.

« Metadata Archive Search: Allows you to enable or disable the Metadata Archive Search capability in
Metadata Archive. If enabled, Metadata Archive supports advanced searching capabilities that are
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used by various other StorNext features. Metadata Archive Search is enabled by default and should
only be disabled if performance issues are experienced.

Audit: This option allows you to control if the file system maintains extra metadata for use with the
snaudit command and for tracking client activity on files. By default, this option is disabled.

0 Note: The Audit feature requires that the Metadata Archive option is enabled.

When the Audit feature is enabled, then the FSM requests that file system clients send information about
what file I/0 they have performed. The FSM then records this information in the Metadata Archive. The
snaudit tool queries the data from there. As a consequence of the data originating in the client, some
information might not be gathered from older clients who do not know how to send the necessary data.

Global Super User: Enable this option (check the box) to allow a user with super-user privileges to
assert these privileges on the file system.

o Ifthe Global Super User option is enabled, super users have global access rights on the file system.
This selection is the same as the maproot=0 directive in the Network File System (NFS).

o Ifthe Global Super User option is not enabled, super users can modify only files they can access, like
any other users.

Configuration Parameters > LDAP Tab

The LDAP tab fields allow you to enter parameters related to LDAP (Lightweight Directory Access Protocol,
an application protocol for querying and modifying directory services running over TCP/IP).

Unix File Creation Mode on Windows: The number of mode bits for UNIX files
UnixDirectory Creation Mode on Windows: The number of mode bits for UNIX directories.
Unix Nobody UID on Windows: UNIX user ID to use if no other mapping can be found.
Unix Nobody GID on Windows: UNIX group ID to use if no other mapping can be found.

Unix ID Fabrication on Windows: Allows you to enable or disable using fabricated IDs on a per-file
system basis. If enabled, Windows user IDs are mapped using fabricated IDs.

Configuration Parameters > Advanced Tab

The Advanced tab fields allow you to enable or disable advanced file system-related features.

File System Capacity Threshold: Defines the file system fill level (in percent) that triggers a RAS
event.

Extent Count Threshold: Defines the number of extents in a file required to trigger a fragmentation
RAS event.

Remote Notification: Determines whether to enable partial support for cluster-wide Windows directory
event notification.
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Stripe Groups/Disk Management Fields

To modify an existing stripe group, under the Stripe Groups heading select the stripe group you want to
modify, and then change its properties as desired.

To add a new stripe group to the file system, click Add and then enter the remaining fields for the new stripe
group.

(Optional) Select the Skip trim/unmap of thin provisioned disks option to disable the trim operation for
thin provisioned disks. By default, this option is not selected and all thin provisioned disks found are trimmed
(unmapped) as part of creating a file system. The trim operation can take several minutes depending on the
mappings present in the storage array.

When you are finished on the Stripe Group tab, click Apply to save your changes, or Cancel to abandon
your changes.

« Stripe Group: Select the stripe group you want to modify or delete.
« Add: Click this button to add a new stripe group.

@ Note: Ifthe following indented fields are not displayed, they appear after you click Add. Likewise,
after you delete a stripe group these fields may not be displayed.

o Name: Enter a name for the new stripe group, or skip this field to accept the displayed name.

o Breadth: Specify the stripe group breadth, which is the number of kilobytes (KB) that is read from or
written to each disk in the stripe group.

o Content: Specify whether the stripe group will be used for metadata, journaling, or user data. You can
specify one, two, or all of these content types.

o Delete: Click this button to delete the currently selected stripe group.
WARNING: This particular delete function does not provide a confirmation message, so be
absolutely sure you want to delete the selected stripe group before you click Delete. The selected

stripe group is immediately deleted after you click Delete. This function is permanent and
irreversible.

« Affinity: An affinity is a label that allows you to control the physical location of files, by placing selected file
types on specific stripe groups. Managed file systems are restricted to using only two affinities, which are
used for Disk-to-Disk relocation Storage Manager policies. Managed file systems are limited to using the
same two affinity names on all managed file systems. By default, the affinity names on a managed file
systems are “Tier1” and “Tier2”.

For unmanaged file systems, using affinities is a two step process:
1. Each stripe group can be assigned one or more affinities during file system configuration.
2. Adirectory is associated with each affinity.

For example, if you configure stripe group SG2 to have affinity AFF2 and then associate the directory
special_files with affinity AFF2, all files put into special_files can exist only on the disks that make up
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SG2. Otherwise, the files put into that directory could exist on any stripe group or on any disk in the file
system.

It makes sense to use affinities in environments where performance is critical. For example, you might
want to constrain video files to a stripe group made of Fibre Channel disks tuned for video playback, but
have audio files reside on slower SCSI disks in a different stripe group.

You cannot remove an affinity from a stripe group if that affinity is not assigned to another stripe group
and the Auto Affinities table includes a file extension that is targeted at that affinity. Instead you must
first update the Auto Affinities table to delete that auto affinity entry. See the Auto Affinities section for
how to delete an auto affinity.

If you want to associate an affinity to the new stripe group, select the desired options.

o Exclusive: When this option is enabled, the selected stripe group is used exclusively for the affinity's
files.

o Access: Specify the permission level for the stripe group:
o Full R/W (read/write)
o Read Only
o Disabled

o Quality of Service: The RTIO/RVIO implementation of Quality of Service is being deprecated in favor
of Quality of Service Bandwidth Management (QBM) on page 82. Specify parameters for the Quality
of Service (QOS) feature. QOS allows real-time applications to reserve a specified amount of
bandwidth on the storage system.

o RealTime I/O/sec: The amount of /O per second to reserve for realtime applications.
o RealTime I/O MB/sec: The amount of I/O space per second to reserve for realtime applications.
o Non-RealTime I/O/sec: The amount of I/O per second to reserve for non-realtime applications.

o Non-RealTime I/0 MB/sec: The amount of /O space per second to reserve for non-realtime
applications.

o RealTime Timeout secs: The timeout interval to reserve for realtime applications.

o Disk Assignment: Select one or more disks to assign to the file system. Press and hold Shift or Ctrl
to select multiple disks.

o Label: In the field to the left of the Label button, enter a label name. Click Label to apply the label
name to the selected disks.

o Unlabel: Click Unlabel to remove label names from selected disks.
o Assign: Click Assign to assign selected disks to the file system stripe group.

o Unassign: Click Unassign to remove previous associations between disks and the stripe group.
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Delete a File System

Delete a File System

1. Onthe Configuration > File Systems page, select the file system you wish to delete.

2. Click Delete.

3. Click Yes to confirm the deletion, or No to cancel.

Perform File System Actions

On the Configuration menu, click File Systems to display the Configuration > File Systems page.

After you have created at least one file system, you can perform various file system-related actions:

Action Description

Stop
Start

Start and
Activate

Start and
Mount

Activate
Mount
Unmount
Make

Update

Check

Stops the file system.
Starts the file system.

Starts and activates the file system in one step, saving you the time of starting and activating
separately.

Starts and mounts the file system in one step, saving you the time of starting and mounting
separately.

Activates the file system.
Mounts the file system.
Unmounts the file system.
Makes an additional file system.

Applies configuration changes to the file system.

Note: This option might temporally cause a delay in the GUI response while the file system
is updated. If a managed file system is modified, a new metadata archive may be
generated.

Initiates a check of the file system. You should perform a check if you plan to expand or migrate
the file system. This operation might take a significant amount of time, depending on the size of
the file system, so plan accordingly. For more information, see Check a File System on the next

page.
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Action Description

Expand Expands the file system in preparation for migration. Use this option to add stripe groups to afile
system. Ensure that all needed disks are visible before starting this process. For more
information, see Expand a File System on the next page.

0 Note: This option may trigger a temporary stall as the file system is updated. If a managed
file system is modified a new metadata archive may be generated.
StorNext does not support expansion on stripe groups containing mixed-sized LUNs. For
example, if you create a file system that has two different-sized disks in a user-data only
stripe group and then attempt to add a new disk to that stripe group and expand it, the
expansion will fail.

o Note: For Window MDCs and Linux MDCs that do not have the StorNext GUI functionality
available, see "Using Resource Allocation From the Command Line" in the StorNext
User's Guide.

Migrate Migrates the file system after expansion. This option is used to migrate data or metadata off of
existing storage. If migrating metadata the metadata will be migrated without changing the
metadata layout. If a data stripe group is being migrated, data will be moved from a selected
stripe group to other stripe groups. For more information, see Migrate a File System on the next

page.

Stripe Group  Allows you to perform actions pertaining to stripe group management. This option is used to add,
Actions delete, suspend, resume, offload, and defragment stripe groups. See Stripe Group Actions.

Perform an Action on a File System
1. Select the desired file system.
2. Select the desired action from the Select Action list.

« The Check, Expand, Migrate and Stripe Group Actions actions take you to a separate page and
require additional steps to complete the action. These additional steps are described in the sections
below.

3. When a message informs you whether the action was completed successfully, click OK to continue.

Check a File System

You should perform a file system check whenever you migrate the file system. This might take a significant
amount of time, depending on the size of the file system, so plan accordingly.

After you select Check File System, the Tools > File Systems > Check File System page appears.
This page displays all file systems available for checking.

@ Note: You can check only one file system at a time.

To initiate a new check, select the desired file system and click Check.
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At the bottom of the page, information about previously run checks is displayed, including the file system
names, start and end times of the checks, and check statuses.

« When you initiate a new check, you can monitor the status.

« Toview a detailed report about one of these checks, select the desired check and then click Report.
« Todelete a previously run check, select the check you want to delete and then click Delete.

« Todelete all previously run checks, click Delete All.

When you are finished on the Tools > File Systems > Check File System page, click Done.

Expand a File System

This function allows you to expands a file system in preparation for migration. Use this option to add stripe
groups to a file system.

Migrate a File System

This feature enables you to migrate file system data to tertiary storage. Depending on the size of the file
system, this process could take some time to complete, so plan accordingly.

After you select this action, the Tools > File Systems > Migrate page appears. Follow these steps to
begin file system migration:

1. Atthe top of the page, select the file system whose data you want to migrate.

2. Atthe bottom of the page, select the stripe group to which you will migrate data.
3. Click Migrate.
4

. When you are finished on the Tools > File Systems > Migrate page, click Done.

Manage File System Stripe Groups

This feature enables you to add, delete, suspend, resume, offload, and defragment stripe groups.

@ Note: Depending on the size of the file system, certain actions could take some time to complete. You
may need to plan accordingly.

After you select this action, the Tools > File Systems > Stripe Group Actions page appears. For
complete details, see Stripe Group Actions.

File System History

The Metadata Archive History feature enables the Metadata Archive subsystem of StorNext's FSM to keep
track of past versions of the file system's metadata. This allows you to perform queries about the former
state of the file system.

There are three tools you can use to perform the queries:
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Tool Description
snhistory This tool lets you query for the history of file system activity that has occurred between two
given points of time.
snaudit This tool allows an administrator to query and discover which machines and users performed
modifications or I/O to afile.
snrecover This tool uses afile system's currently active metadata archive to recover recently deleted files.

For additional information, see the snhistory, snaudit, and snrecover commands in the StorNext Man
Pages Reference Guide.

Quiality of Service Bandwidth Management (QBM)

Overview of the Quality of Service Bandwidth Management Feature

The QoS Bandwidth Management feature allows administrators to configure I/O bandwidth on a data stripe
group/client basis within a particular file system.

« A data stripe group is configured with a specified bandwidth capacity.

« That capacity is then divided among connected clients, based on the configuration.

« Each stripe group may be configured and managed independently.

« Clients are assigned bandwidth based on the configuration of classes and bandwidth.
» Three classes are defined, with different behaviors.

« Alternatively, you can define a mover configuration to throttle a client running storage manager
Distributed Data Mover (DDM). Other clients are not throttled and must not be configured.

An example would be a file system with a single data stripe group and five clients using that file system. If the
bandwidth capacity of the stripe group is 1000MB/s, configuring the default client class as fair share would
result in each client using 200MB/s if all 5 clients were actively doing I/0 and consuming at least 200MB/s. If
only 2 clients were actively doing /O, they could each be allocated 500MB/s.

Terminology and Concepts of Quality of Service Bandwidth
Management

The section discusses the terminology and concepts of QoS Bandwidth Management. Quality of Service in
this context applies only to bandwidth management. QoS bandwidth Management will hereafter be referred
to as QBM.

QBM is used to manage bandwidth on data stripe groups. Any stripe group containing metadata is not
eligible for management, which includes mixed metadata/data stripe groups. Thus a file system must have a
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minimum of two stripe groups to use this feature where one stripe group contains metadata and the other
contains user data.

QBM is used to limit or throttle client bandwidth usage. But it is not a guarantee of bandwidth availability, as
there is no way to accelerate I/O. However, configuration of this feature will allow particular clients to obtain
specified levels of bandwidth regardless of competing client I/O.

The assignment of bandwidth to a client is dynamic, and is based on both the QBM configuration and the
current /O usage of clients. The goal is to use the bandwidth without compromising configured client
bandwidth.

Overview of QBM Configuration

QBM is used to limit clients' bandwidth usage based on configuration. The total bandwidth of a stripe group
is specified in a configuration file. That total is then allocated to clients using information in the configuration
file. If a file system consists of a single data stripe group, allocating bandwidth to stripe groups is
synonymous with allocating bandwidth to the file system.

The configuration file consists of three sections: general, stripe groups, and clients. The general section is
required, while the stripe group and client sections are optional.

Consider a file system containing a metadata stripe group and a single data stripe group. The general
section can be used to specify the total bandwidth capacity, the class used for clients, and default settings for
clients.

0 Note: Any SAN or LAN client that has a file system mounted which is managed by a QoS
configuration, is influenced by QoS regardless if the client is configured within the QoS configuration.

0 Note: If you do not leave bandwidth for movers, tape shoe-shining might occur. See Mover on page 86
for more information.

Use the gbmanage command, along with the following command options, to create and modify the
configuration file:

« To start a configuration, use the “new” option.
« To modify the general section, use the “modify” option.
« Toadd and remove stripe group entries, use the “rmsg” and “addsg” options.

« Toadd and remove client entries, use the “addclient” and “rmclient” options. Multiple client entries
can be specified if they are associated with different stripe groups.

Three classes are defined with different behaviors. A fourth class called mover is implicit for throttling
storage manager Distributed Data Movers (DDMs) when mover is specified for the configuration.

The allocation classes are as follows. See Configure QBM on page 87 for information on how to configure
stripe groups with these classes.

« First Come: This is the highest priority of allocation. Clients configured for this class of service will either
get all the bandwidth they are assigned, or will be denied allocations in the First Come class. . See First
Come (FC) on the next page for additional details.
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Fair Share: This is the second highest priority of allocation. Clients configured for this class of service will
either get their configured bandwidth or will share the bandwidth that has not been allocated to the First
Come class of clients, in proportion to their configured amounts. You might put clients that are involved in
production work in this class. Clients in this class are dynamically changing and need to share a limited
resource. See Fair Share (FS) on the next page for additional details.

Low Share: Clients configured for this class of service get their configured bandwidth, or share the
bandwidth not allocated to the higher priority clients, in proportion to their configured amounts. You might
put clients that mostly perform background work in this class, to do that work as resources permit. See
Low Share (LS) on the next page for additional details.

Mover Class: This is the lowest priority. Whatever bandwidth is left is proportionally distributed to the
clients in the class. This class is similar to Low Share, but is a special case reserved for the DDM
application. See Mover on page 86 for additional details.

Mover Class Considerations for Implementations that use NAS and QBM

o If you use the Mover Class, you must consider the MDC. The MDC can be (and is, by default) a
data mover to tertiary storage.

o You can put the MDC into the Mover Class to control its bandwidth usage for moving data to and
from tertiary storage. However, this might be undesirable in certain situations, for example if the
MDC is also a NAS cluster node. In that case, NAS clients are also throttled, which is not the intent.

o Inan environment with DDMs, you can run the fsddmconfig -M command to set the maximum
number of simultaneous mover copy requests allowed on the host when it is running as the MDC
server. The command allows you to prevent (in most cases) the MDC from being a data mover,
instead leaving all that work to the DDM nodes. Run the command if you want to limit/restrict the
copy requests performed on the MDC that are throttled by the Mover Class settings.. See the
fsddmconfig(1) command in the StorNext 6 Man Pages Reference Guide for details.

These classes are the configuration building blocks. In addition to class of service, each client can be
configured to have a minimum bandwidth allocation. The combination of class, bandwidth requested, and
amount of bandwidth requested in each class will determine what bandwidth each client will be allocated.

First Come (FC)

This class has priority over all other classes. A client in this class that is granted bandwidth is guaranteed to
retain its minimum bandwidth.

The First Come class is an all or nothing class. That is, either all of the client's configured bandwidth is
granted, or the client is rejected from the class.

If a new client mounts the file system and this new client is configured as a First Come class client. with
more configured bandwidth than is currently available in the First Come class, that client's First Come
bandwidth allocation request is rejected.

The new client is then assigned to the next lowest priority class, the Fair Share class.
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« The total First Come bandwidth is the configured capacity of the configured stripe group, minus any
bandwidth reserved exclusively for other classes of service.

« Each client accepted to the First Come class reduces the available bandwidth for that class by its
configured amount.

If the First Come class is over-subscribed and some clients are being rejected from the class, consider:

« Changing the configuration file and running gbmanage --newconfig. Running gbmanage --
newconfig causes QBM to re-evaluate all client allocations according to the current QBM configuration
file.

« Reducing the number of clients configured as First Come clients that could mount the file system at the
same time.

Consider the case where you need to keep a First Come class client that is running a movie playback jitter
free, and a large amount of bandwidth is allocated to that client. If this leaves QBM with no more bandwidth
available, a subsequent First Come class client's request will be rejected, and the second client's bandwidth
will be fulfilled from the bandwidth available to the Fair Share class. This guarantees that when a First Come
client performs properly, it is not subject to future over-subscription problems when subsequent clients are
activated. The premise is that it is better to keep some number of client applications running at adequate
levels than it is to have all applications running, but in a state where none are able to run sustainably at
adequate levels.

Fair Share (FS)

This class is second in priority for obtaining bandwidth. QBM shares allocation across clients in proportion to
their configuration. For example, with a capacity of 900 MB/s and 4 clients configured with a minimum
allocation of 200 and a maximum of 900, each client receives at least 200 MB/s. The 100 MB/s left can be
shared by those 4 clients. If only two clients are active, they could both use 450 MB/s. Over-subscription will
cause all clients to run with less than the preferred minimum bandwidth, where each client expects to have
bandwidth equivalent to other clients with identical configuration. If 9 clients are active and are configured
identically, each receives 100 MB/s.

Consider an office where there is a set of Fair Share clients that run applications that need a minimum
bandwidth to operate effectively, while there are other clients performing other activity, such as file
movement. You could configure the clients running these applications as Fair Share and the other clients as
Low Share. This would let the applications run at an adequate level even when a copy activity on a LS client
its using considerable bandwidth.

Low Share (LS)

This class is third in priority for obtaining bandwidth. A desired minimum and maximum can be configured to
inform QBM of expected activity. Sharing among clients is not guaranteed. This class has no explicit
requirements.
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Mover

The mover configuration is for throttling clients running Storage Manager Distributed Data Movers (DDM).
A mover configuration is created by setting mover=true|1. In a mover configuration, all clients added to the
QBM configuration are automatically put in a fourth class called mover and are referred to as mover clients.
Only clients added to the mover configuration are throttled. All other StorNext clients are not throttled. When
you add client information into a mover configuration, do not set the class keyword. The class keyword
cannot be explicitly set. The client’s class is implicitly set to mover.

QBM monitors clients not defined to the Mover class by running a daemon on those clients. The reported
bandwidth usage is used to determine allocation to clients configured as movers.

The Mover class is targeted at server applications that can consume considerable bandwidth. It allows other
clients to run without interference by the mover clients. A mover can also be configured with a minimum
bandwidth setting, which allows it to use that bandwidth regardless of non-mover client activity. No reduction
in bandwidth occurs on any clients other than the configured mover clients.

0 Note: The mover clients are limited to an I/O impact of the configuration set for the reserved_mover
parameter.

Itis recommended that any clients configured to be a mover client and running DDM are configured such
that a minimum bandwidth can be allocated to them that is sufficient for tape usage.

You must allocate a minimum amount of QOS bandwidth to a tape drive to prevent "tape shoe-shining"
(otherwise known as "back-hitching"). See Minimum Transfer Rates to Prevent Tape Shoe-shining on

page 88.

If a tape drive does not receive a minimum amount of data per seconds, then the drive stops and waits for
data to fill its buffers again. This causes a back-and-forth motion on the tape head. This is known as "tape
shoe-shining". The minimum tape drive streaming rate is different for each type of tape drive. Use the
reserved_mover parameter to specify this minimum amount to prevent tape shoe-shining. The amount to
enter on the reserved_mover parameter is the highest minimum tape drive transfer rate for all the tape
drives on the system times the number of tape drives. For example:

reserved_mover = MAX[min transfer rate(tapedrivel), min transfer rate
(tapedrive2), (...)] * number_of_ tape_drives

All clients added to the QBM mover configuration should be configured with a minimum bandwidth equal to
or greater than the highest maximum tape drive transfer rate that a mover client can access. For example:

min_bw = MAX[maximum transfer rate(tapedrivel), maximum transfer rate
(tapedrive2), ..]

If the client is configured to read/write to multiple tape drives at the same time, the minimum bandwidth
should be set to the sum of the maximum tape drive transfer rates:
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min_bw = [maximum transfer rate(tapedrivel) + maximum transfer rate(tapedrive2) +

]

Configure QBM

The configuration uses JSON formatting with a configuration file for each file system. The name of the
configuration file is <fsname>_qgbm. conf. You can use the gbmanage command to create the configuration
for a file system by executing a sequence of commands. You can use these commands to create and modify
the general section of the file, add a stripe group, remove a stripe group, add a client, and remove a client.

The general configuration includes the on/off status of QBM at file system start, along with whether the
mover is being used, and whether all stripe groups are considered managed by default.

Among the configurations you can specify are:

« A default value for stripe group capacity.

« A default class and minimum/maximum bandwidth for clients.

« A default value may be overridden by explicit stripe group or client configuration entries.

« Stripe groups by their name, with a total bandwidth capacity.

« Adefault value for clients.

«» Clients by their IP address. The values are the minimum and maximum bandwidth as well as the class.
There are four classes that affect the behavior of the FSM when allocating bandwidth.

You can use the gbmanage command to create and modify configurations. See the StorNext MAN Pages
Reference Guide for complete details.

The following example creates a QBM configuration with one high priority client:

gbmanage --new --fsname snfsl --mover=true --all_sg=true --sgcapacity=1000MB

gbmanage --addclient --fsname snfsl --clientname 10.20.72.128 --min_bw=100MB - -
max_bw=400MB --class=first_come

The example above creates a configuration with all data stripe groups having a capacity of 1000 MB. The
client 10.20.72.128 is configured to have top priority in the first_come class with a minimum of 100 MB and
a maximum of 400 MB.

This next example is for Distributed Data Movers (DDMs) associated with two tape drives.

o Tapedrive 1is an LTO-6 drive and needs a minimum of 54 MB/sec to prevent tape shoe-shining.
o AnLTO-6 tape drive has a max, uncompressed, transfer rate of 160 MB/sec.

o Tapedrive 2is an LTO-7 and needs 101 MB/sec to prevent tape shoe-shining.

o AnLTO-7 tape drive has a max, uncompressed, transfer rate of 300 MB/sec.
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As mentioned in the section Mover on page 86, the minimum bandwidth amount that should be available to
the mover class should be set to the highest minimum drive rates for both drives, which is 101 MB/sec, times
the number_of_tape_drives, which is 2, or 202 MB/sec.

0 Note: To be on the safe side, add 5 MB for a total of 207 MB for the reserved_mover value.

In this example, assume both clients can read and write to either tape drive.

gbmanage --new --fsname snfsl --mover=true --all_sg=true --reserved_mover=207M --
sgcapacity=100eM

gbmanage --addclient --clientname 10.20.70.90 --fsname snfsl --min_bw=300M --max_
bw=1000M

gbmanage --addclient --clientname 10.20.80.91 --fsname snfsl --min_bw=300M --max_
bw=1000M

0 Note: You must set the reserved_mover and min_bw values to be higher if tape compression is
enabled. Most tape drives are capable of around a 3:1 compression ratio.\WWhen tape compression is
enabled, multiply the derived reserved_mover value and the min_bw value by 3 to obtain appropriate
values. In the above example, the --reserved_mover parameter would be set to 621M.

The following example creates a QBM configuration with multiple stripe groups and clients as fair_share:

gbmanage --new --fsname snfsl --class fair_share

gbmanage --addsg --fsname snfsl --sgname sgl --sgcapacity 500M --reserved_fs 400M
gbmanage --addsg --fsname snfsl --sgname sg2 --sgcapacity 1000M

gbmanage --addsg --fsname snfsl --sgname sg3 --sgcapacity 80eM

gbmanage --addclient --fsname snfsl --clientname 10.65.178.185 --min_bw 50M --
max_bw 506M

gbmanage --addclient --fsname snfsl --clientname 10.65.177.184 --sgname sg2 --
min_bw 100M --max_bw 200M

gbmanage --addclient --fsname snfsl --clientname 10.65.178.189 --min_bw 25M --
max_bw 506M

gbmanage --addclient --fsname snfsl --clientname 10.65.178.189 --sgname sg3 --
min_bw 200M --max_bw 806M

Minimum Transfer Rates to Prevent Tape Shoe-shining

The table below provides the recommended minimum transfer rates to prevent tape shoe-shining.
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LTO-1 8 MB/sec
LTO-2 18 MB/sec
LTO-3 40 MB/sec
LTO-4 40 MB/sec
LTO-5 47 MB/sec
LTO-6 54 MB/sec
LTO-7 101 MB/sec
LTO-8 112 MB/sec

Run a Bandwidth Capacity Test

Running a bandwidth capacity test can help you make QBM decisions. There are two scripts provided for
running these tests. The gbm-ladder test runs a set of tests using various buffer sizes, numbers of I/O
streams, clients, and I/0O queue depths. The I/O queue depth is the number of I/O requests outstanding at
any given time. Specifying a queue depth of Tmeans that the I/O is single threaded. The gbm-ladder test
uses the gbm-mio test to run I/O tests on the specified clients.

The gbm-ladder test submits sets of gbm-mio tests simultaneously on different clients. Both tests require
the file system name and client name. Multiple clients are specified as a comma separated list. For example,
the command below uses gbm-mio to run a single test using the default values specified in the StorNext
MAN Pages Reference Guide.

gbm-mio --fsname snfsl --clients cl1,cl2

The command below uses gbm-ladder to run sets of tests.

gbm-ladder --fsname snfsl --clients cll,cl2

The number of streams will start at 1 and progress by 1 up to 16. The queue depth will start at 1 and
progress by 1 to 8. The buffer size starts at 64K and progresses to 32M. The tests start with one client, then
add one client at a time until all clients have been tested. The example above would run the set of tests using
client clients cl1 and cl2. You can specify the --short option to run a shorter set of tests than the defaults, as
describe on the man page.

The gbm-ladder test saves results in an sqlite database, which is located in the directory
lusr/cvfs/data/<fsname>/qbm/qbm-db. Each test execution is assigned an identification number, labeled
Test id, in which with the time the group of tests started is used to identify a set of test results.
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After you run the gbm-ladder tests, you should run the gbm-analyze script to analyze gbm-ladder test
results to determine the maximum bandwidth for a stripe group for a file system using multiple clients,
multiple streams, variable queue depth, and variable buffer sizes.

« You can use the gbm-analyze command option --action list to display the test numbers found in the
database with their associated parameters and time when gbm-ladder was started. For example:

gbm-analyze --action List --fsname|-f FsName | --db | -f name [--testid test_
number] [--verbose]

If the database is removed, the next gbm-ladder command creates a new gbm-db for that file system.

« You can use the gbm-analyze command option --testid to display the unique test numbers available for
analysis. For example:

gbm-analyze --action testid --fsname|-f FsName | --db | -f name [--verbose]

Use the eval option of the --action command to show the maximum bandwidth and the number of tests that
achieved the maximum bandwidth. For example:

gbm-analyze --fsname perfl --action eval --testid 20925
Test id 20925

Largest bandwidth is 117MB/s which occurred in 901 out of 1210 tests.

Storage Destinations Overview

After you have created at least one file system, the Configuration menu's Storage Destinations option
allows you to add, edit, or delete libraries and storage disks. You can also enter or edit targets for data
replication, and specify a blockpool host file system for data deduplication.

See the following topics for more information:

» Configure Libraries on the next page

« Configure Storage Disks on page 95

« Configure Object Storage and Cloud Destinations on page 747

o Configure Q-Cloud on page 873

o Configure Data Replication on page 103

o Configure Data Deduplication on page 105
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Configure Libraries

The Libraries tab on the Configuration > Storage Destinations > Library page enables you to perform
actions pertaining to libraries, including adding, editing, and deleting a library.

Caution: Quantum recommends you stop Storage Manager before you add, edit, or delete a library. If
you do not stop Storage Manager, then your system is subject to data corruption or data loss.

Note: There is a limitation when importing cartridges into the Spectra Logic T50e library.

Importing cartridges into the Spectra Logic T50e library cannot be controlled by StorNext Storage
Manager. All cartridges imported are controlled using the BlueScale® user interface from the library’s
operator panel. Cartridges are imported either one at a time using the access port or as a group using the
bulk load process.

After you finish importing the cartridges, you must then synchronize the library’s inventory with the
inventory maintained by StorNext Storage Manager, since those cartridges were moved into the library
outside of StorNext Storage Manager's control. To synchronize the library’s inventory, use the Remap-
Audit feature under the Configuration > Storage Destinations > Libraries page. For additional
information, see Perform Other Library Actions on page 93.

@ Note: Toavoid potentially limiting the performance of multiple tape drives to the speed of a single fibre
channel interface, split the tape drives in your configuration across two fibre channel switches or two
fibre channel zones, and then connect a StorNext MDC fibre channel HBA port to each of these
switches or zones. There are two fibre channel HBA ports available for tape use in an appliance. See
the documentation specific to your appliance hardware on the Quantum Documentation Portal.

View a Library
1. Onthe Configuration menu, click Storage Destinations, and then click the Library tab.
2. Select the library whose information you want to view.

3. Click View, or select View from the actions list. The following library information appears:

Parameter Description

Name The name of the library.

Type The type of library For example, SCSI, ACSLS, etc.

EIF Port The current EIF port configuration. EIF stands for Enterprise Instrumentation Framework,
Config and it helps StorNext process data from applications on the server.

Media Count The number of mediain the library.

Serial The library's serial number.
Number
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Parameter Description

State The library's current state. For example, Online or Offline.
HA Failover Indicates whether HA failover is enabled for the library.
Fill Level The library's current fill level.

Dual Aisle Indicated whether the library has a dual aisle configuration.
Drive Count The number of tape drives in the library.

4. When you are finished viewing library information, click Done.

Add a New Library

1. Onthe Configuration menu, click Storage Destinations, and then click the Library tab.
2. Click New.
3. Enter the following fields at the top of the page:

« Name: Enter the name for the new library

« Type: Select the appropriate library type: ACSLS, SCSI, or Vault

« Remote Server (ACSLS only): Enter the IP address or host name of the server.

« Remote Client: Enter the client name of the corresponding server host.

« Archive: Select the archive for the new library, or click Scan to have StorNext discover available
archives for you. (Scanning could take a while to complete depending on your configuration)

4. Inthe Drives section, select a tape drive to add to your new library, or click Scan to have StorNext
discover available drives for you.

In the Media section, click Scan to have StorNext discover available media for you.
Click Apply.

After a message informs you that the library was successfully created, click OK.

® N o o

(Optional) Repeat Step 2 through Step 7 to add additional libraries.

Edit a Library

1. Onthe Configuration menu, click Storage Destinations, and then click the Library tab.
2. Selectthe library you want to edit.

3. Click Edit, or click Edit from the actions list. After you select this option StorNext scans the library,
which could take some time to complete depending on your configuration.

4. Select the tape drives you want included in your library, or click All to include all available tape drives.
To exclude all drives, click None.

StorNext 6 User's Guide 92



Chapter 3: The Configuration Wizard
Storage Destinations Overview

© ® N o o0

Click Apply to save your changes, or click Cancel to exit without saving.

When a confirmation message appears, click Yes to proceed, or No to abort.
After a message informs you that the library was successfully modified, click OK.
(Optional) Click Remove Drives to remove the selected drives from the library.

(Optional) If you have increased (or decreased) the available media slots in a Tape Library, then
Storage Manager must be updated to match the settings of the physical tape library. Click Validate
Slot Count to trigger a background job that will query the physical library and set the Storage Manager
slot count to the maximum value allowed by the physical archive for each configured media type. A
notification appears instructing you to review a specified ID in the Reports > Jobs page.

@ Note: The command vsarchiveconfig can be used with the -m option to modify the number of
slots available for a specific media. See the vsarchiveconfig manpage in the StorNext MAN
Pages Reference Guide for more detailed information.

Delete a Library

o 0D =

WARNING: Before you can use this function, all media must first be deleted from the library. All the
media in the library and associated data will be deleted from the system. The data will be lost and the
operation cannot be undone.

On the Configuration menu, click Storage Destinations, and then click the Library tab.
Select the library you want to delete.

Click Delete, or select Delete from the actions list.

When a confirmation message appears, click Yes to proceed with the deletion or No to abort.

After a message informs you that the library was successfully deleted, click OK.

Perform Other Library Actions

Towards the middle of the Configuration > Storage Destinations > Library page is a list of actions you
can perform for libraries. Select the library for which you want to perform the action, and then choose one of
these options from the Select Action list:

0 Note: If you do not select a library, the actions listed below run on all configured libraries in the list. If a

library is selected, the actions listed below run on the selected library:

Drives Validation Report
Drives Validation Update
Drive Replacement
Drive Device Path Audit
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Parameter Description

Audit Select this option to perform an inventory of the media on the selected library. An audit is a
physical check of each library component to verify its integrity and make sure the database
and library are synchronized. Quantum recommends periodic audits on the library to ensure
synchronization.

Remap-Audit This option synchronizes the StorNext databases with the library databases.
Validate Slot If you have increased (or decreased) the available media slots in a Tape Library, then
Count Storage Manager must be updated to match the settings of the physical tape library.

This operation will trigger a background job that will query the physical library and set the
Storage Manager slot count to the maximum value allowed by the physical archive for each
configured media type.

A notification appears instructing you to review a specified ID in the Reports > Jobs page.

0 Note: The command vsarchiveconfig can be used with the -m option to modify the
number of slots available for a specific media. See the vsarchiveconfig manpagein
the StorNext MAN Pages Reference Guide for more detailed information.

Online Select this option to set the library online.

Offline Select this option to take the library offline.

Drives Online Select this option to place the drives in the library online.

Drives Offline Select this option to take the drives in the library offline.

Drives Select this option to execute a drive validation report. A notification appears on the banner
Validation instructing you to review a specified ID in the Reports > Jobs page.

Report

Drives Select this option to execute a drive validation update. A notification appears on the banner
Validation instructing you to review a specified ID in the Reports > Jobs page.

Update

Drive Select this option to update the drive serial number mappings. This option is also available
Replacement when you click the Tools menu, click Storage Manager, and then click Drive

Replacement.

Drive Device Select this option to verify that the device path seen by the operating system matches the
Path Audit Storage Manager device path for a configured tape drive. If there is a mismatch, Storage
Manager is updated.

Add Media Select this option to add media to the library via the bulk loading method.
Bulkload

Add Media Select this option to add media to the library through the library's mailbox.
Mailbox
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Configure Storage Disks

The Storage Disk option enables you to view, add, edit or delete storage disks.

Storage disks are external devices on UNIX-based file systems that can be used for long term data storage.
Storage disks function and operate the same way as physical tape media. You can add up to 16 storage
disks.

When a storage disk is configured, the StorNext Storage Manager moves data to storage disks for long-
term retention in addition to, or instead of tape. This enables users to leverage the specialized third-party
functionality of appliances or store small files that might take longer to retrieve from tape. Many users will still
use tape for long term storage and vaulting, but storage disk can be used to create tape-free archives.

Here are a few differences storage disks have over tape media:
« A storage disk either belongs to no policy class, or belongs to a single policy class

« A storage disk can store file copies only with the same copy ID.

0 Note: Before you create a storage disk, the disks you plan to use must reside in an existing, mounted
file system.

Storage Disk Usage Recommendations

Use Case Recommendation

File System Avoid using that file system for any data other than storage disk stored data.

f:onfiguration 0 Note: If your file system includes storage disks and you accidentally fill it with unrelated
includes storage user data (for instance, non-storage disk data) call the Quantum Technical Assistance
disks. Center and request the procedure to clean up and transcribe data.

Configuration Use complete and physically dedicated file systems (snfs, local, NFS, or other,) for storage
includes Shared disk data.

File Systems 0 Note: Avoid shared file systems or file systems with linked directories.

Caution: Storage disks can be an important and integral part of your system, but you should NEVER
rely solely on storage disks as your only backup location.

View Storage Disks
1. Onthe Configuration menu, click Storage Destinations.

2. Click the Storage Disk tab. Information for any previously configured storage disks is shown. For each
configured storage disk, the page displays the current state and status (available or unavailable),
storage disk name, mount point, directory, maximum number of I/O streams that can concurrently write
to the disk, the copy number assigned to the storage disk, usage, and file count.

3. Select the storage disk whose information you want to view.
4. Click View.
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5.

When you are finished viewing library information, click Done.

Add a New Storage Disk

1. Onthe Configuration menu, click Storage Destinations.
2. Click the Storage Disk tab.

3.
4

. Enter the following fields:

Click New.

» Storage Disk Name: The name of the storage disk you are creating.

o Number of Streams: The number of I/O streams that can concurrently write to the disk. The default
is 4 streams.

« Copy # for policy classes: The copy number (1-4) assigned to the storage disk.

« Mount Point: The file system mount point for the storage disk. Select an existing mount point from
the drop-down list.

« Directory: The directory selected for file storage. Select an existing directory from the drop-down
list, or create a new directory by typing the new directory name and then clicking Create Directory.

Click Apply to save your changes, or Cancel to exit without saving.

6. Repeat Step 2 through Step 4 to add additional storage disks.

Edit a Storage Disk

© N o g A~ w0 N =

On the Configuration menu, click Storage Destinations.

Click the Storage Disk tab.

Select the storage disk whose information you want to edit.

Click Edit.

Modify any of the fields you entered when creating the storage disk.

Click Apply to save your changes, or Cancel to exit without saving.

When a confirmation message appears, click Yes to proceed, or No to abort.

After a message informs you that the storage disk was successfully modified, click OK.

Delete a Storage Disk

1.
2.
3.
4.

On the Configuration menu, click Storage Destinations.
Click the Storage Disk tab.

Select the storage disk you want to delete.

Click Delete.
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5. When a confirmation message appears, click Yes to proceed with the deletion or No to abort.

6. After a message informs you that the storage disk was successfully deleted, click OK.

Set a Storage Disk Online or Offline
1. Onthe Configuration menu, click Storage Destinations.
2. Click the Storage Disk tab.
3. Select the storage disk.
4. Inthe Select Action list, click one of the following:
« Online to set the storage disk online.

« Offline to set the storage disk offline.

Configure Object Storage and Cloud Destinations
See Chapter 12: Object Storage and Cloud.

Configure Q-Cloud

The Q-Cloud tab on the Configuration > Storage Destinations page enables you to perform actions

pertaining to Q-Cloud resources. The Q-Cloud page displays a table showing the Q-Cloud resources that
have been registered/activated for use in StorNext.

For information on troubleshooting Object Storage and Cloud errors, see Debugging StorNext for Object
Storage Systems and Cloud Providers on page 1052.

Q-Cloud Retrieval

« File retrieval from Q-Cloud Vault can take up to 5 hours.

« Retrieval requests to StorNext for files in Q-Cloud Vault are issued immediately, similar to other devices
supported by Storage Manager.

« Ifan application requests multiple files (issues these requests one file at a time) and then waits for each
retrieval to complete before issuing the next file to be retrieved, each file can take up to 5 hours. Since the
requests are sequential (it waits for the previous retrieve to complete for two files), file retrieval can take
up to 10 hours to complete. However, if the retrievals are submitted to StorNext concurrently, it can take
up to 5 hours for two files to complete.

« While each file retrieval waits for completion (up to 5 hours), the retrieval process consumes and retains a
certain amount of system resources for that length of time until completion.
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Caution: A large number of file retrieval requests issued concurrently can severely impact system
performance.

Q-Cloud and Partial File Retrieval (PFR)

« The Partial File Retrieval feature is supported with Q-Cloud Archive targets, with the exception of
configurations where client-side encryption or compression is used.

« The Partial File Retrieval feature is not supported with Q-Cloud Vault targets.

For additional information on Partial File Retrieval, see the StorNext Partial File Retrieval User’s Guide.

Firewall Rules and IP Ranges Specific to Q-Cloud

If the StorNext configuration has restricted network access because of firewall rules, the firewall
configuration may need to be updated to use Q-Cloud.

Configure the Firewall if the Software Supports Named Entries

1. Open HTTPS access (port 443) to s3-us-west-2.amazonaws . com (note, this is an example for the
US-West-2 region). The appropriate region should be used in its place.

2. Foraccess to the Q-Cloud Controller, open HTTPS access (port 443) to api-qcloud.quantum.com.
This allows you to configure and validate your Q-Cloud installation.

Configure the Firewall if the Software Does Not Support Named Entries

1. Locate the IP addresses for the appropriate AWS region in https://ip-ranges.amazonaws.com/ip-
ranges.json. Allow access to these addresses. The list may change several times per week.

0 Note: Amazon rotates IP addresses through a range in order to provide access to the AWS S3
service. Each region of AWS has a specific set of IP ranges that are described at
https://aws.amazon.com/blogs/aws/aws-ip-ranges-json/, and listed at https://ip-
ranges.amazonaws.com/ip-ranges.json.

2. Determine the IP address of api-qcloud.quantum.com, and open HTTPS access to this address.

Alternatively, open all outgoing HTTPS traffic from the StorNext installation to the Internet.

Parameters and Buttons on the Q-Cloud Page

Parameter/Button Description

Media ID Displays the Media ID representing a purchased resource. It relates the Q-Cloud
bucket to a StorNext media.

Product Key Displays the Product Key associated with the StorNext media.
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Parameter/Button Description

Provider
State

Max Streams

Copy Number

Policy Class

Evaluation Key

Expiration Date

Overused

Region
File Count

Manage Keys...

Preferences...

Check Connectivity

Refresh

Select Action
(Online)

Select Action
(Offline)

StorNext 6 User's Guide

Displays the underlying storage provider.
Displays the operational state of the storage media.

The Max Streams value defines the number of concurrent /O operations that can write
concurrently. By default, the maximum number of streams is set to 48, or you can
select a different value from the Max Streams drop-down list when you click
Preferences.... See Configure a Media ID Preference on page 101.

Displays the copy number assigned to the Q-Cloud media.

If files do not exist on the media, you can select copy number 1, 2, 3, or 4 from the list
when you click Preferences....

See Configure a Media ID Preference on page 101.

Displays the name of the policy.

Displays Yes or No. If Yes, the product key is an evaluation key. If No, the product key
is not an evaluation key.

Displays the expiration date of the selected product key.

This parameter applies to evaluation keys and indicates if you have exceeded the limits
of the evaluation. For example, too much data stored in Q-Cloud.

Displays the region the Q-Cloud media belongs to.
Displays the number of files currently stored on the media.

Click to display the Manage Keys page where you can add or remove additional
Product Keys. For additional procedures, see Add a Product Key on the next page
and Delete a Product Key on page 101 below.

Click to configure your preferences for the currently selected product key. See
Configure a Media ID Preference on page 101.

Click to check the connectivity to the Q-Cloud media. If connectivity fails, contact
Quantum Technical Support.

Click to update the Q-Cloud page with current information.

Select Online manually change the media state to online.

Select Offline to manually change the media state to offline.
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Parameter/Button Description

Select Action Select Remove All Q-Cloud Storage to purge and factory reset the system.
(Remove All Q-

Cloud Storage) 0 Note: The option is only available if the Q-Cloud media do not contain files.

Parameters and Buttons on the Manage Keys Page

On the Configurations > Storage Destinations > Q-Cloud page, click Manage Keys... to display the
Manage Keys page.

For additional procedures, see Add a Product Key below and Delete a Product Key on the next page below.

Parameter/Button Description

Access ID Enter the customer access ID provided by Quantum.
Product Keys Enter the customer product key provided by Quantum.
Delete Click to remove the selected Product Key from the list.

You must enter an Access ID in order to delete Product Keys.

Add Click to add a new Product Key to the list after you enter it into the Product Keys
f\l(?nlj .must enter an Access ID in order to add Product Keys.

Apply Click to commit the edited list of Product Keys and/or Access ID.

Reset Click to restore the current list.

Cancel Click to cancel the editing session and return to the Q-Cloud page.

Add a Product Key

1. Inthe Access ID field, enter the customer access ID provided to you by Quantum. Upon entering the
Access ID once and successfully committing a configuration, the Access ID field remains populated
when you return to the Manage Keys page.

2. Inthe Product Keys field (adjacent to the Add button), enter the customer product key provided to you
by Quantum, select a Policy Class to assign the Q-Cloud media directly to it, and then click Add. The
Product Keys list (above the field) displays the value just added. You must enter an Access ID in
order to add Product Keys. Repeat this step to add additional product keys.

0 Note: If a Policy Class is not selected, the media is assigned to System Blank (in other words,
the default blank pool).

3. Click Apply. The Product Key appears on the main Q-Cloud page. Upon clicking Apply, the actual
process to commit the configuration is run as a background task. The GUI returns to the Q-Cloud page
immediately if there are no locally detected errors. In some cases, the background process may require
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some time to execute and the Q-Cloud page will notimmediately reflect your changes. As with other
similar processes, navigate to the Jobs on page 599 page to verify the outcome of the background task.
In the case of a delayed success, click Refresh on the Q-Cloud page to display the current state of the
system. In the case of a failure, the Q-Cloud page may not update; navigate to the Jobs on page 599
page to determine the cause of the error.

4. (Optional) Click Reset to restore the current list.

5. (Optional) Click Cancel to cancel the editing session and return to the Q-Cloud page.

Delete a Product Key
1. Inthe Access ID field, enter the customer access ID provided to you by Quantum.

2. Inthe Product Keys list, click a product key, and then click Delete to remove the selected product key
from the Product Keys list. You must enter an Access ID in order to delete Product Keys. Repeat
this step to delete additional product keys.

3. Click Apply. The Product Key is removed on the Q-Cloud page. Upon clicking Apply, the actual
process to commit the configuration is run as a background task. The GUI returns to the Q-Cloud page
immediately if there are no locally detected errors. In some cases, the background process may require
some time to execute and the Q-Cloud page will not immediately reflect your changes. As with other
similar processes, navigate to the Jobs on page 599 page to verify the outcome of the background task.
In the case of a delayed success, click Refresh on the Q-Cloud page to display the current state of the
system. In the case of a failure, the Q-Cloud page may not update; navigate to the Jobs on page 599
page to determine the cause of the error.

4. (Optional) Click Reset to restore the current list.

5. (Optional) Click Cancel to cancel the editing session and return to the Q-Cloud page.

Configure a Media ID Preference

1. Onthe Configurations > Storage Destinations > Q-Cloud page, click a radio button to select a
media ID you want to configure (corresponding to a media ID located under the Media ID column).

2. Click Preferences... to display the Preferences page. The table below provides a description for each
parameter/button on the Preferences page.

Parameter/Button Description

Product Key Displays the product key corresponding to the Media ID you selected on the Q-
Cloud page from Step 1.
Max Streams The Max Streams value defines the number of concurrent I/O operations that can

write concurrently. By default, the maximum number of streams is set to 48, or
you can select a different value from the Max Streams drop-down list.

Copy Number Displays the copy number assigned to the Q-Cloud media. Select copy number 1,
2, 3, or 4 from the list if files do not exist on the media.
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Parameter/Button Description

Update Click to update your preferences for the currently selected Product Key.

Cancel Click to cancel the editing session and return to the Q-Cloud page.
3. Inthe Max Streams drop-down list, select the number of streams. For Copy Number, the only option
available 1.

4. Click Update to proceed and display the confirmation dialog requesting you confirm your preferences.
Perform one of the following:

« Click Yes to confirm your selected preferences. A confirmation dialog appears; click OK. The Q-
Cloud page is displayed with your updated preferences.

« Click No to disregard your selected preferences and return to previous page.

5. (Optional) Click Cancel to cancel the editing session and return to the Q-Cloud page.

Replace a Product Key

Follow the procedure below to replace your Q-Cloud Product Key. For example, if your Q-Cloud Product
Key is compromised and you are reissued a new Product Key from Quantum.

1. Onthe Configurations > Storage Destinations > Q-Cloud page, click a radio button to select a
media ID you want to configure (corresponding to a media ID located under the Media ID column).

2. Click Preferences... to display the Preferences page (see Configure a Media ID Preference on the

previous page).
Note the Product Key corresponding the Media ID you selected in Step 1.

Click Cancel to return to the Q-Cloud page.
Click Manage Keys....
In the Product Keys list, click the obsolete product key (from Step 3) and then click Delete.

N o o M w

In the Product Keys field (adjacent to the Add button), enter the new product key provided to you by
Quantum, and then click Add. The Product Keys list (above the field) displays the value just added.

8. Click Apply. The new Product Key appears on the Q-Cloud page.

0 Note: If you click Apply after deleting the obsolete product key (Step 6) without adding the new
product key, you will receive a putConfig error message.

Enable Encryption on the Q-Cloud Data
1. Onthe Configuration menu, click Storage Policies.

2. Click the radio button corresponding to the Q-Cloud policy class you want to enable encryption on, and
then click Edit....

3. Click the General tab.
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4.
5.
6.

Click the Encryption list, and then select Server AES256 S3.
Click Apply to save your changes to the policy class.

(Optional) Click Cancel to discard your changes and return to the Storage Manager Policies page.

Backup and Restore Using Q-Cloud

Contact Quantum Technical Support for assistance with disaster recovery to and from Q-Cloud.

Configure Data Replication

The Configuration menu's Storage Destinations > Replication Targets option enables you to view or
edit currently configured data replication targets, and to add a new host or mount point for additional targets.

For more information about the replication feature, see Replication and Deduplication on page 419 and
Additional Replication and Deduplication Information on page 920.

View Replication Targets

1.
2.
3.

On the Configuration menu, click Storage Destinations.
Click the Replication Targets tab.

Click the plus sign (+) beside the Replication Targets heading in the box titled Replication Target
Configuration.

Click the plus sign beside the replication target to view the target's mount point.

Edit a Replication Target

1.
2.

On the Configuration menu, click Storage Destinations.

Click the Replication Targets tab.

3. If necessary, click the plus sign (+) beside the Replication Targets heading in the box titled

Replication Target Configuration.

4. Select the replication target you want to edit.
5. Click Edit.

6. Atthe Host Name or IP Address field, modify either the host name or IP address for the replication

target.

Click Update to save your changes, or Cancel to abort.
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Delete a Replication Target

1.
2.

On the Configuration menu, click Storage Destinations.

Click the Replication Targets tab.

3. Ifnecessary, click the plus sign (+) beside the Replication Targets heading in the box titled

Replication Target Configuration.

Select the replication target you want to delete.

5. Click Delete.

Caution: There is no confirmation message for this delete function, so make absolutely certain you
want to delete the replication target before you click Delete.

Add a New Host

1.

Click the Replication Targets tab. The Configuration > Storage Destinations > Replication
Targets page appears.

Click New....

Atthe Host Name or IP Address field, input a valid host name or IP address for the replication target.
If the target is an HA cluster, the address should be the vIP for that cluster. If multiple vIPs are
configured for the target HA cluster, select one vIP address that is accessible from the source host.

At the Port field, use the default port (81), or input a valid port.

5. Click Scan Host to identify available mount points on the selected host.

6. Atthe Available Mount Points field, click Add to add the new replication target, or Cancel to abort

without saving.

Click Apply to save your changes, or Cancel to abort the procedure and return to the Replication
Targets tab.

Add a New Mount Point

. Onthe Configuration menu, click Storage Destinations.

Click the Replication Targets tab.

3. Select the replication target (host) to which you would like to add a mount point. If necessary, click the

plus sign (+) beside the Replication Targets heading in the box titled Replication Target
Configuration.

Click Add Mount Point.

5. Click Scan Host to identify available mount points on the selected host.

6. Enter the path name for the mount point you are adding. The first part of the path may be displayed by

default.
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7. Click Add to save the change, or Cancel to abort without saving.
« Repeat Step 3 through Step 6 to add additional mount points.
8. When you are finished adding mount points, click Apply.

9. After a message informs you that changes were successfully incorporated, click OK.

Configure Data Deduplication

The Deduplication tab enables you to create a blockpool on a specified file system. To create the
blockpool, select the desired file system from the drop-down list next to the Blockpool File System label,
and then click Apply.

0 Note: The blockpool should not be placed on a file system that will be used as the HA shared file
system. This is a requirement even if you do not plan to use the StorNext Deduplication feature.

Storage Policies

There are two types of StorNext storage policies:
« Storage Manager
« Replication/Deduplication

Replication/Deduplication storage policies control the way StorNext’s replication and deduplication features
behave. For more information about the replication and deduplication features, see Replication and
Deduplication on page 419 and Additional Replication and Deduplication Information on page 920.

What is the functionality of a Storage Manager Storage Policy?

« A Storage Manager storage policy defines how the Storage Manager feature manages files in a directory
and its sub-directories. Specifically, these are the available Storage Manager storage policy settings:

o Number of copies to create

o

Media type to use when storing data

Amount of time to store data after data is modified

o

If disk-to-disk relocation is enabled, the amount of time (in days) before relocating a file

o

Amount of time before truncating a file after a file is modified

o

« A Storage Manager storage policy is used to make copies of files to tape or to storage disk, and also to
relocate files between stripe groups within a file system.

« A Storage Manager storage policy does not control replication or deduplication.
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Examples of Storage Manager Policy Settings

o Number of copies to create

« Media type to use when storing data

« Amount of time to store data after data is modified

« If disk-to-disk relocation is enabled, the amount of time (in days) before relocating a file
« Amount of time before truncating a file after a file is modified

Storage policies can be related to one or more directories. In this situation, all files in that directory and sub-
directories are governed by the storage policy.

0 Note: The connection between a storage policy and a directory is called the relation point.

Examples of Storage Policy Usage

« Adirectory in which to store backups every night is created. This directory is seldom accessed after the
files are copied over. A storage policy could be set up to create two tape copies of the files, store one copy
of the files to LTO media after residing on disk for 10 minutes, and then truncate the other set of files
immediately after storing the other set to tape in order to free up disk space. This policy can be associated
with a directory such as: /sandsm/dsml /backup.

« Adirectory has been created to store all documents that are accessed frequently, and if truncated, need
to be retrieved quickly. In this cas, the policy could be configured to create a single tape copy, store the
files to LTO media 15 minutes after being on disk, and then truncate after 60 days of non-use. This policy
can be associated with a directory such as: /sandsm/dsml/docs.

A Replication/Deduplication storage policy defines the parameters governing the data replication process,
including inbound and outbound replication parameters, and enabling or disabling data deduplication and
truncation.

Storage Manager Segment Processing

For large files, a file may be broken up into multiple segments, and each segment is stored independently. In
order to decide whether to break the file into multiple segments, Storage Manager uses the MED_SEG_
OVER_XXX system parameter(s) to determine the segment size for each file. The default size varies by
media type. By default, all the segment sizes are a multiple of 2 MiB. Quantum recommends that any
overrides also be a multiple of 2 MiB.

There is a trade-off to selecting a larger or smaller segment size. Below are some of the advantages and
disadvantages for different segment sizes.

« Alarge segment size reduces the number of segments that are tracked in the metadata and database for
a large file. Each segment requires an entry in the metadata and the database, increasing the overall
metadata and database content. Therefore, a larger segment size reduces the number of metadata and
database entries, thus reducing the size of metadata consumed. Fewer number of resources are
required when storing the segments. When the storage media is tape, less tape drives could be used
when storing the file.
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« A small segment size has less I/0O and therefore quicker retries of failed transfers, which might be of
benefit if the network or storage system is unreliable. A smaller segment size could also reduce the
overall storage and retrieval time, because Storage Manager can store and retrieve multiple segments
concurrently.

If you change segment sizes and decide on smaller sizes, you must be aware of the MAX_SEGMENTS _
PER_FILE system parameter. As mentioned, having more segments introduces more metadata and
database content. Having too many segments might results in too much overhead so there is a system limit
defined by MAX_SEGMENTS_PER_FILE, which defaults to 50. See the /usr/adic/TSM/config/fs_
sysparm.README file for more information on this parameter (System Parameters on page 669).

See Object Storage Segment Size on page 808 for additional information on Object Storage segment sizes.

Storage Manager Checksum Processing

Checksum Generation

Allfiles are stored as segments and each file consists of one or more segments. The following text refers to
segments instead of files.

If a policy class is configured to generate checksums, a checksum is generated for the entire file if it only has
one segment. If the file is broken into multiple segments based upon the MED_SEG_OVER_XXX
parameter, then a checksum is generated for each stored segment of the file, so there is no overall
checksum for the file. The checksums are generated on a segment basis since the segments are stored
independently of one another and can be processed concurrently. The data for the entire file segment is not
read into memory to do the checksum processing. The checksums are computed inline as data is being read
from the file and written to the storage media.

After the data is written to the storage media, it is not read back from that media to verify the checksum, as
this would have significant impact on store performance. The checksum value for each segment is stored in
the database and inode.

If there are multiple copies being generated, the checksum is generated for each copy since the copies could
be on different media types which means the segment sizes could be different.

The fsmedcopy and fsfilecopy operations also allow checksums to be generated for file segments. Both
commands have an option to generate checksums for the segments being copied if a checksum does not
already exist. The checksum is generated as data is read from the source media. Similar to store
processing, there is no checksum validation performed during these operations.

Checksum Validation

If a policy class is configured to validate checksums, and a checksum was generated when the file segment
(s) were stored, then a checksum is generated for each segment as they are read from the storage media.
These values are compared to the values that were generated at store time for each segment. If any of the
values do not match, then the retrieve of the file fails.

StorNext 6 User's Guide 107



Chapter 3: The Configuration Wizard
Storage Policies

Add a Storage Manager Policy

Add a New Storage Manager Storage Policy

1.
2.
3.

If you have not already done so, click Storage Policies from the Configuration menu.
Click New.
Enter the following fields:

« Policy Class: The name of the new policy you are creating. The policy class name must be unique.
You cannot enter the name of an existing policy class.

ﬂ Note: If you use upper-class characters when entering the policy class name, the name is
converted to lower-case characters when the policy class is created.

« Policy Type: Click the Storage Manager tab to create a policy for StorNext Storage Manager.

Click Configure... to continue.

5. Enter information on the General, Relocation, Steering, Schedule and Associated Directories

tabs. See the sections following for more information about fields on these tabs.

When you are finished entering information about the new policy, click Apply, or click Cancel to exit
without saving.

After the Status page informs you that the policy was created successfully, click OK.

The General Tab

The General tab contains parameters that apply to all storage policies. Fields marked with an asterisk are
required. Enter additional fields as desired, or accept the displayed default values.

The General tab contains the following fields:

Parameter Description

Default Media Select the media type that applies to devices associated with this policy. When creating a
Type policy, the Default Media Type you select applies to all defined copies in the policy unless

overridden in the policy. For additional information, see The Steering Tab on page 114.

To configure a Disk-to-Disk relocation policy, click DISK from the list.

o Note: This DISK media type does not support the parameters and options associated
with the General tab, the Schedule tab, and the Steering tab. Those parameters and
options are disabled. If you select a media type other than DISK, then the parameters
and options associated with the General tab, the Schedule tab, and the Steering tab
are enabled and you have full access to the policy options. See The Relocation Tab on
page 111 for additional information.
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Parameter Description

File Age Before
Copy is Made

File Age Before
Truncation

Clean Inactive
Versions

Age of Inactive
Versions to
Clean

Truncate File
Immediately
After Store

Clean Database
When File
Removed

Generate
Checksum

This value determines the minimum number of minutes, hours or days a file must reside
unmodified on disk before it is considered a candidate for copying to storage media. Enter the
number in the first field, and the unit of measure in the second pull-down field. The minimum
value is 1 minute. The default value is 5 minutes.

0 Note: A minimum of one hundred files is required to trigger the copy after 1 minute.

This value determines the minimum number of minutes, hours or days a file must reside on a
disk unaccessed before it is considered a candidate for truncation. Truncation removes the
disk blocks of a stored file, but not the file itself. Enter the number in the first field, and the unit
of measure in the second pull-down field. The minimum value is 5 minutes.

If you enable this option, then the inactive file versions in this policy are removed when they
reach the specified age. If you do not enable this option, then the inactive file versions for the
class are removed at the system default of 7 years.

0 Note: This option does not affect current file versions on media or on disk. You can
restore any file that was deleted and still has inactive versions, to disk.

This value defines a time in Days, Weeks, or Years when all inactive versions for a deleted
file are automatically removed from the database.

Enable this option (check this box) to truncate files immediately after they are stored.

If this option is enabled (the box is checked), StorNext cleans or consolidates the database
after afile is removed.

If this option is enabled, (the box is checked), checksums are generated and retained in the
database for files stored by the corresponding policy.

0 Note: If you enable checksum, then it might not be possible to keep the drives with
compression enabled, running at their highest rate due to the overhead of generating the
checksum.
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Parameter Description

Validate If this option is enabled (the box is checked), checksums are compared to retained values for

Checksum the files retrieved by the corresponding policy. The Checksum feature consumes additional
space in the StorNext database whether it is enabled or not. When disabled, this feature
consumes approximately 2 bytes per stored file; when enabled, this feature consumes
approximately 18 bytes per stored file. The database stores data in files on the host
computer, so the increase in database size translates to a corresponding increase in disk
space requirements. The exact amount of space consumed (whether the feature is enabled or
disabled) may vary.

0 Note: If you enable checksum, then it might not be possible to keep the drives with
compression enabled, running at their highest rate due to the overhead of generating the
checksum.

Alternate Store Provides an automatic system for copying files from a main instance of StorNext to a remote

Location instance of StorNext at the same time as copies are made to tertiary storage at the main site.
Maximum The maximum number of inactive versions of a file StorNext keeps track of for recovery
Inactive purposes.

Versions @ Note: Beginning with StorNext 6.2, Storage Manager keeps track of 2 versions of a file

(the default is 2). For releases prior to StorNext 6.2, Storage Manager keeps track of 10
versions of a file (the default is 10).

Tape Drive Specifies the drive pool to use with the policy. If you specify a drive pool, the drive pool name
Pool must be defined before any data operation can occur.

Media Email The warning limit for the number of media that can be allocated in the policy class. If you
Warning Limit specify an amount at this field, when the storage disk reaches the number of media you

specify, you receive an email message warning that the device is nearing the capacity for the
number of media. The maximum number for the limit is 65,000.

Media Limit The maximum number of media that are allowed in this policy class. When this limit is
reached you will receive an email message warning. Files can still be stored in the policy
class as long as there is room on the media that have already been used to store files in that
policy class. The maximum number for the limit is 65,000.

Media Cleanup This option determines the action StorNext applies to storage media after media are cleaned.
Select return to scratch pool or keep in policy.

Stub Files Select this option to enable the Stub File feature. When this feature is enabled, third-party
applications can gather information about a file by reading a portion of the file (called a stub)
rather than reading the entire file. When you enable stub file support for a storage policy, you
must specify the size of the stub file (in kilobytes). When stub file support is enabled, the
beginning portion of the file (up to the size you specified) remains on disk after data blocks are
freed during policy management or space management.
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Parameter Description

Stub File Size When the Stub File feature is enabled, specify the target size for the stub file in kilobytes.
(KB)

Delay File The store candidates in the policy class must add up to the Minimum File Size (see below)
Storage before any of the files will be stored. When this option is enabled, files are stored based on
the Minimum File Size parameter.

Minimum File This value determines the minimum size (in megabytes or gigabytes) that all valid store
Size (1 to 999 candidates in the policy class combined must reach before they are stored. This field is

in MB or GB) enabled only if the Delay File Storage option is also enabled.

Maximum File This option works in conjunction with the Delay File Storage option so that files are stored
Age (Hours) based on the Minimum File Size parameter. As soon as any file in the policy class reaches

the Maximum File Age, the files are stored. This value determines the time after which any
valid store candidate in the policy is stored.

Retrieve to This field enables you to indicate that you want StorNext to retrieve files to an affinity other
Affinity than the primary affinity. To retrieve to an alternative affinity, select the desired affinity from
the drop down list. To retrieve to the primary affinity, select None, which is the default value.

Encryption This option enables encryption of the data associated with the policy.

Server AES256 S3 requests server-side AES256 encryption with S3-managed keys and is
valid only if supported by the Object Storage system.

Server AES256 KMS requests server-side AES256 encryption using the AWS Key
Management Service. By default, the AWS account default customer master key (CMK) will
be used for encryption. Alternatively, a CMK that has been registered with the AWS Key
Management Service may be specified with the Encryption Master Key parameter.

Note: The enabled encryption type must be compatible with the encryption setting on
the object storage system. If the encryption types are not compatible, then Storage
Manager might write-protect the media to prevent further unauthorized access.

Encryption This option allows you to enter an optional customer master key for the Server AES256
Master Key KMS encryption type.

The Relocation Tab

The Relocation tab enables you to configure the Disk-to-Disk relocation feature. Disk-to-Disk relocation
allows you to move data from one set of disks (disk stripe group) to another without affecting the file name
space. In order to use this feature you must have a managed file system with at least two affinities
configured.
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0 Note: The Disk-to-Disk Relocation feature limits managed file system configurations to no more than
two affinities. Additionally, all file systems managed by the same Storage Manager instance are limited
to using the same two affinity names. By default, the affinity names for managed file systems are Tier 1
and Tier 2. For additional reference, see Add a File System on page 55 and Edit a File System on

page 68.

0 Note: If you enable Disk-to-Disk Relocation on certain directories in a file system, and the file system
contains other directories that will not use relocation, consider setting the Exclusive flag on the user
data stripe group associated with the first affinity. This prevents files in the non-relocation directories
from unexpectedly consuming space in that first user data stripe group. See Affinities on page 162 for
additional information and details on how to set this parameter.

Overview of Disk-to-Disk Relocation

The sections below provide information about how Storage Manager Disk to Disk relocation works and
when data is relocated.

Definitions

For context, Tier 1 is being defined as the initial tier that the file is written to and Tier 2 as the tier that the file
is migrated to. Usually Tier 1 is the fast tier and Tier 2 is the slow tier.

@ Note: The term tier and affinity are used interchangeably; a tier represents a single affinity.

Define a Policy Class

As part of the policy class definition, you must configure the File Age Before Relocation (see Configure
Disk-to-Disk Relocation using the GUI on page 114). This is the time that a file must reside un-accessed on
Tier 1 before being considered a candidate for relocation to Tier 2.

Beginning with StorNext 6.3, you can define the media type to DISK using the GUI; which specifies the
policy class is a Disk-to-Disk only solution.

@ Note: You define the policy class on a directory under the mount point.

When Does Relocation Occur?
Files are not relocated as soon as the File Age Before Relocation time passes.
There are four ways files are relocated from one tier to another, as follows:

« Nightly Relocation Policy: Each night a relocation policy is run (according the scheduled time
configured using the fsschedule command). At that time, it relocates all files that have been on Tier 1
longer than the File Age Before Relocation time.

« Manual Relocation Policy: You can run a manual relocation policy. This policy performs the same
function as the Nightly Relocation Policy.
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Space Based Relocation Policy: For Tier 1, if that tier hits the high use percentage as defined in the file
systems file, the space based policy runs and relocates items from Tier 1 to the low use percentage ,
given that the File Age Before Relocation is met.

ﬂ Note: Iffiles do not meet the File Age Before Relocation time, then relocation does not occur.

0 Note: The percentage values are the percent value for that specific tier/affinity and not the entire file
system percentage.

Manually Relocate using the CLI: You can run the fsrelocate command to manually relocate files
from one affinity to another (and back).

Relocation Mechanics

Data blocks are not “moved” one by one when the relocation occurs. This might leave your system in an odd
state in the event of a crash or failure.

Instead, when afile is relocated, the data blocks are first copied from one tier to the other. After the copy is
done, an “extent swap” is done to point the file to the new tier and the original data blocks are removed.

Additional Considerations

If you use a storage tier (for example, tape, sdisk, object storage), you can configure a policy such that if a
file is truncated and retrieved, then you can specify which affinity that file comes back to upon retrieval.

As indicated above, you can run the fsrelocate command to manually relocate a file from one tier to the
other. You can use the command in either direction, for example, relocating from Tier 1 to Tier 2 or from
Tier2to Tier 1.

You can use the fsaffdf command to determine the amount of space taken up for each tier/affinity on a
file system.

@ Note: Use these percentages for the space based relocation policies.

When you look at the file system as a whole and the percentage of space being used, it is a combination
of both tiers/affinities.

o Forexample, if a file system has 2 tiers/affinities of the exact same size and Tier 1 is 80% full and Tier 2
is 40% full, then the overall file system is at approximately 60% full.

You can use the fsschedlock command to lock out a scheduled relocation policy (Nightly Relocation
Policy) to prevent it from running.

The fsrelocate command has multiple options on moving the data and which files to select. See the
fsrelocate man page for more information.

See the fsaddclass and fsmodclass man pages for more information on relocation and the various
configuration settings.
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Configure Disk-to-Disk Relocation using the GUI

The Relocation tab in the GUI contains the following fields:

Parameter Description

Disk-to-Disk To enable this feature, from the drop-down list, select the destination disk to which you want to

Relocation move data. Select None, the default value, to disable this feature.

File Age When Disk-to-Disk relocation is enabled, specify the number of seconds, minutes, hours or

Before days a file must reside on a disk before file relocation commences. Enter the number in the first

Relocation field, and the unit of measure in the second pull-down field. The minimum value is 5 minutes.
The Steering Tab

The Steering tab enables you to configure file steering, which allows you to direct a copy of afile to a
designated drive pool. This is normally used when you want to direct two or more copies of a file to different
archives by putting the tape drive in separate pools and then setting the copy number of the file to go to that
pool. You can also use this feature to route copies of the file to different media types, including storage disks.
In addition, you can manage the number of tape drives to use per store policy and define the copy order on
retrieves.

o Note: This DISK media type does not support the parameters and options associated with the General tab, the
Schedule tab, and the Steering tab. Those parameters and options are disabled. If you select a media type
other than DISK, then the parameters and options associated with the General tab, the Schedule tab, and the
Steering tab are enabled and you have full access to the policy options. See The Relocation Tab on page 111 for
additional information.

The Steering tab contains the following fields:

Parameter Description

Media Type For each copy (1 -4), from the Media Type list, select the media type for devices in the drive
pool. This can be an actual device type such as LTO, Lattus, SSCOMPAT, or a Storage Disk. If
you select None for a given copy, the Media Format, Tape Drive Pool, and Drive Limitlists
for that specific copy are grayed out, and you cannot configure the parameters for that specific

copy.

Media Format  Foreach copy (1 - 4), from the Media Format list, select the media format for LTO devices in
the drive pool. Select ANTF or LTFS. ANTF is the Quantum internal tape format. LTFS is the
Linear Tape File System specification tape format. ANTF will format media with a single
partition containing ANTF volume labels. This data partition will store StorNext file data. LTFS
will format media with two partitions containing LTFS volume labels. The index partition will
store LTFS metadata and the data partition will store StorNext file data.
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Parameter Description

Tape Drive For each copy (1 -4), from the Tape Drive Pool list, select the specific drive pool to which you
Pool want to write that copy's data. A Tape Drive Pool must be defined before it can be selected.
For more information, see Drive Pools on page 258.

Drive Limit For each copy (1 -4)in the Drive Limit list, select the number of tape drives to use per policy
and copy. The Drive Limit feature allows you to manage the number of drives used per store
policy. The default is None; no limit will be set and all drives will be used on stores. The Drive
Limit feature is not supported for Storage Disks or Object Storage.

Retrieve For each copy (1 -4)in the Retrieve Order list, select the order in which the copy should be
Order used on a retrieve. For additional information, see About Retrieve Order on page 117.

Copy For each copy (1-4), enter a numerical duration and duration unit for the amount of time that a
Expiration file remains unreferenced before the copy number can be removed by the Copy Expiration

feature. For additional information, see About Copy Expiration on page 117.

o Note: All copy numbers may be separately configured for expiration, in which case the file
is automatically removed after all copies have expired. Copy expiration configuration
changes to the class policy apply immediately to all the files in the class.

Select one of the following duration values, and enter the number of units of that duration:
o Never (default)

e Years

o Days

+ Hours

o Minutes

Restore On For each copy (1-4), you may enable the Restore On Reference feature to restore the expired
Reference copy after afile is referenced.

o Note: After thefile is restored, the file's access time is updated.

For additional information, see About Copy Expiration on page 117.
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Parameter Description

Multi-Stream
Min Size

PUT Streams

GET Streams

Metadata

Defines the minimum file size for using multiple streams. Your value can include one of the
following suffixes:

« Bbytes

KB kilobytes (1000)

. KiB kibibytes (1024)

« MB megabytes (10002)

« MiB mebibytes (10242)
« GB gigabytes (10003)
. GiB gibibytes (10243)
« TB terabytes (1000%)
« TiB tebibytes (1024%)

o Note: The minimum file size you can configure for using multiple streams is 20 MiB. You
cannot enter a value less than 20 MiB.

Note: You can configure multiple streams on all object storage providers except for
LATTUS:AXR. All other media types (LTO, SDISK, and LATTUS:AXR) display N/A.

Defines the number of streams to use for stores when afile in the request is equal to or larger
than the size defined with the Multi-Stream Min Size option. The valid range of values is from
0 to 64. The default is 0 if you do not specify a value.
Note: You can configure multiple streams on all object storage providers except for
LATTUS:AXR. All other media types (LTO, SDISK, and LATTUS:AXR) display N/A.

Defines the number of streams to use for retrieves when afile in the request is equal to or larger
than the size defined with the Multi-Stream Min Size option. The valid range of values is from
0 to 64. The default is 0 if you do not specify a value.
Note: You can configure multiple streams on all object storage providers except for
LATTUS:AXR. All other media types (LTO, SDISK, and LATTUS:AXR) display N/A.

For each copy (1-4), you may enable the Metadata feature to store user-defined metadata along
with each stored object.

The metadata is stored as key-value pairs and includes the copy number, last modification
time, file offset, file key, path, segment number, and version. The path is URL encoded if it
contains non-ASCI| characters.

0 Note: The Metadata feature is supported for Object Storage media types only, with the
exception of LATTUS:AXR.

StorNext 6 User's Guide 116



Chapter 3: The Configuration Wizard
Storage Policies

About Retrieve Order

You can manage the order in which copies are used for retrieval either by using the Retrieve Order feature
on the Steering tab or by defining the order using the policy class commands, fsaddclass and fsmodclass. If
the retrieve order is not explicitly defined, the default retrieve order is used, which retrieves the copies in the
order of their copy number, with the exception that copy 2 is always retrieved last.

For example, to create a policy class class1 with three copies enabled, using the first available copy in the
order copy 2, copy 1, and then copy 3:

# /usr/adic/TSM/exec/fsaddclass classl -d 3 -0 2,1,3 ...

To modify a policy class to retrieve copy 2 first, followed by copy 3 and then copy 1:

# /usr/adic/TSM/exec/fsmodclass classl -0 2,3,1 ...

About Copy Expiration
Overview

The Copy Expiration feature provides for automatic removal of copies based on the time since the last
access of afile, which allows file copies to be stored on mid-range-performance storage without requiring
excessive capacity or excessive administration. This simplifies management of high-performance low-
capacity storage tiers.

Old data can be purged automatically to make room for new data. When a file copy has expired and needs to
be retrieved from a lower-performance tier, the copy can be stored again and then deleted again after a
configurable amount of inactivity. For example, consider a class policy that calls for the storage of two
copies: one on sdisk and one on tape. The class copy configuration could state that the sdisk copy should be
expired after a file has not been accessed for 30 days. This would free sdisk for use by more recently
accessed files, which could improve retrieve-latency performance for data that has been removed from disk.

Operating Characteristics

The Copy Expiration feature is configurable per class per copy. Individual copy numbers may be configured
to be expired when a file has not been referenced for a specified amount of time, and optionally to be
restored after the file is referenced, which updates the file's access time. All copy numbers may be
configured for expiration, in which case the file is automatically removed after all copies have expired.

0 Note: Copy expiration configuration changes to the class policy apply immediately to all files in the
class.

The automatic aging and deletion process is driven by an expiration-time value that is added to the
access-time value of each file, to be compared to the current time to determine the eligibility of a copy for
deletion.
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For example, you could have two policies which are schedule to perform the following:
1. One policy identifies the eligible copies.
2. One policy deletes the eligible copies.

« When a new file or a new version of an existing file is created, Copy Expiration does not apply until after
all of the file's copies have been made.

« When a copy humber is expired, all versions of that copy number are removed.

« When afile that has expired copies is accessed, expired copies that have been configured for restore-on-
reference are recreated. The effect is delayed when the file is on disk as compared to when the file is
truncated. Accessing the on-disk file does not need to initiate a retrieval, so the Storage Manager
subsystem is not notified of the file activity. The next notification and opportunity for action occurs when
the file is being truncated, at which point the truncation is delayed while the copies have been restored.

@ Note: You can also manually delete copies. The results are the same as with automatic deletions,
except that the expiration-time value is irrelevant.

Important

The process of removing copies places a heavy burden on the Storage Manager metadata database,
which is proportional to the total number of file copies and the total number of files in the policy class.
Quantum recommends that you schedule the copy removal during periods of low demand on the
StorNext Metadata Controller.

Example

In the image below, the StorNext GUI is used to configure three copies to sdisk (1), tape (2), and tape (3),
which expire in 15 days, 1 year, and 3 years after the last access respectively. The Restore On Reference
option is enabled for the first two copies, which means that the copies will be recreated for the current
version if the file is accessed after one or both of the copies has expired. The third copy may have more than
one version, but only the current version will be recreated. Because all copies are configured for expiration,
the file automatically will be removed from disk after the last copy expires.

@ Note: The policy may also be configured to immediately truncate the file on disk after the last copy
expires.
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@ Note: Ifyou configured a policy that contains copies that have all been configured for Copy

Expiration, the following confirmation dialog appears.

When the last copy of a file expires and Is removed, the
o file is automatically removed from the File System name
space and will no longer be recoverable.

Configuration Using the Command Line Interface

You can use any of the following commands to configure the Copy Expiration feature:

Execute the fsmodclass command to configure copies to expire per class.
Execute the fsschedule command to configure scheduled processing.

Execute the fsclassinfo command to display, for each class, the expiration and restore-on-reference
settings per copy and the expire-all-copies setting.

Execute the fsexpcopy command for manual expirations and file deletions (when all copies are expired).

Execute the fsfileinfo command to display the expiration status for a file in the Expired Copies field
with a value for the number of expired copies followed by a parenthesized comma-separated list of copy
numbers that are expired.

Execute the fsschedule command to schedule processing of all Storage Manager features.

For additional information on all the commands listed above, refer to the StorNext Man Pages Reference
Guide.

Log Messages

The following are examples of the /usr/adic/TSM/logs/tac/tac_00 log messages from the scheduled
running of the fsexpcopy feature. In the example below, both copies can be expired, which results in the

deletion of the file from the file system.
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fsexpcopy ... FILEnm: NA key: 33 ino: 72 gen: 1 - .. : 1 expired
fsexpcopy ... FILEnm: NA key: 33 ino: 72 gen: 1 - .. : 2 expired
fs_async ... FILEnm: /stornext/snfsl/pl/foo key: 33 ino: 140737488355400.1 -

removed from disk (NOT recoverable)

In the following example, a file with copies 1 and 2 is in a policy configured for 3 copies with expiration for
copies 1 and 2, but not for copy 3. An error is logged for the file because the policy is not configured to expire
all copies, which is what would happen if copies 1 and 2 expire. A file can be in this state if it was created
when the policy was configured to make 2 copies and then the policy was changed to 3 copies. The
expiration feature is designed to prevent expiration of the last copy unless policy is explicitly configured to
allow that. In this example, either copy 1 or copy 2 could be the last copy remaining, depending on
configured expiration intervals and on manual expirations that were executed before automatically
scheduled ones.

fsexpcopy ... FName: n/a ino: 75 gen: 1 key: 36 Expiring all copies not allowed!

The Schedule Tab

The Schedule tab allows you to enable or disable the Store Files Automatically feature. When this
feature is enabled, StorNext automatically stores files for the current storage policy. If this feature is
disabled, Quantum recommends that the files for the policy class be stored by scheduled events.
(Scheduled events are certain activities which you can set up to run at specified times using StorNext’s
schedule. For more information, see Scheduler on page 298.

0 Note: This DISK media type does not support the parameters and options associated with the General tab, the
Schedule tab, and the Steering tab. Those parameters and options are disabled. If you select a media type
other than DISK, then the parameters and options associated with the General tab, the Schedule tab, and the
Steering tab are enabled and you have full access to the policy options. See The Relocation Tab on page 111 for
additional information.

The Schedule tab contains the following field:

« Store Files Automatically: Select this option to enable the Store Files Automatically feature.

The Associated Directories Tab

The Associated Directories tab enables you to view or delete existing relation points (directories) in the
file system for the policy, and to add new relation points.

@ Note: Review the content for the CLI command fsaddrelation, in the latest version of the StorNext
Man Pages Reference Guide for information on limitations and constraints.

The Associated Directories tab contains the following fields:

« File System: From the drop-down list, select the file system for which you want to view, delete or add
relation points.
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« Directory: Select the directory you want to add, or type the name of a new directory in the field to the left
of the Create Directory button. Click Add to add that directory as a new relation point.

« Associated Directories: This area displays any existing associated directories.

Deleting an Associated Directory

To delete a directory (relation point) listed under the Associated Directories heading, select the desired
one and click Delete.

o Note: The directory must be empty before you can delete it.

Caution: This particular delete function does not provide a confirmation message, so be absolutely
sure you want to delete the selected relation point before you click Delete. The selected relation point is
permanently deleted after you click Delete.

View, Run, Edit, Delete or Test a Storage Policy

On the Setup > Storage Policy page you can view, edit or delete existing storage policies (in addition to
creating new policies as described in Add a Storage Manager Policy on page 108 and Add a Replication or
Deduplication Policy on page 123).

View Storage Policy Details for a Storage Manager or Replication
Policy
1. Onthe Configuration > Storage Policies page, select the storage policy you wish to view.
2. Click View.

3. Click Done toreturn to the Configuration > Storage Policies page.

Run a Storage Policy
1. Onthe Configuration menu, click Storage Policies.
2. Select the policy you want to run, and then click Run.
3. When a message informs you that the job was successfully initiated, click OK to continue.
4

. Toview job progress, on the Reports menu, click Jobs.

Edit a Storage Policy

If you are editing a Storage Manager policy, you can edit fields on the General, Relocation, Steering,
Schedule and Associated Directories tabs. For more information about fields on these tabs, see Add a
Storage Manager Policy on page 108.
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0 Note: This DISK media type does not support the parameters and options associated with the General tab, the
Schedule tab, and the Steering tab. Those parameters and options are disabled. If you select a media type
other than DISK, then the parameters and options associated with the General tab, the Schedule tab, and the
Steering tab are enabled and you have full access to the policy options. See The Relocation Tab on page 111 for
additional information.

If you are editing a Replication global policy, you can edit fields on Deduplication, Outbound Replication,
Inbound Replication, Source Directories and Blackout tabs. If you are editing a Replication target
policy, there is no Blackout tab. For more information about fields on these tabs, see Add a Storage
Manager Policy on page 108.

1. From the Configuration > Storage Policies page, select the policy you wish to edit.

2. Click Edit.

3. Modify policy information as desired by clicking the tabs and editing or adding information. The process
is the same as when you first created the policy.

4. Click Apply to save changes and return to the Configuration > Storage Policies page, or Cancel to
abort.

WARNING: Adding or removing steering copies from an active policy is not retroactive to existing,
stored files. Only new or modified files are stored to the updated steering destinations. To re-process
existing stored files to reflect the updated steering destinations, contact Quantum Technical Support.

Delete a Storage Policy
1. Fromthe Configuration > Storage Policies page, select the policy you wish to delete.

2. Click Delete.

3. Click Yes to confirm the deletion, or No to cancel.

@ Note: The policy class is not removed when there are media associated with it. You can execute
the CLI command, fsmedlist -c, to generate a report and determine if any media are still
associated with the policy class. If non-empty directories are related to the policy class, then the
policy class is not removed. You can execute the CLI command, fsclassinfo -I, to generate a
report to display the related directories. A status message is displayed to show which directory
relationships are successfully removed and not removed.

WARNING: Adding or removing steering copies from an active policy is not retroactive to existing,

stored files. Only new or modified files are stored to the updated steering destinations. To re-
process existing stored files to reflect the updated steering destinations, contact Quantum

Technical Support.

Test a Replication Storage Policy

0 Note: This procedure only applies to a replication or deduplication policy.
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From the Configuration > Storage Policies page, click the Replication/Deduplication tab, and
then select the policy for you wish to do a test run.

Click Test.

3. A message informs you that a job has been submitted to run the policy. Click OK to continue.

If desired, check job status by clicking Jobs from the Reports menu. For more information, see Jobs on
page 599.

Add a Replication or Deduplication Policy

Add a Replication Storage Policy

Before you create a replication storage policy you should have already created, at a minimum, a source and
target file system. Also, you will not be able to create the policy unless you have specified the blockpool. For
more information, see Name Servers on page 38.

1.
2.
3.

If you have not already done so, choose Storage Policies from the Configuration menu.
Click New.

Enter the following fields:

« Policy Class: The name of the new policy you are creating

« Policy Type: Click the Replication/Deduplication tab to create a replication storage policy

o The Replication/Deduplication button remains disabled (grayed out) until the blockpool
directory has been completely created. Creating the blockpool directory is started on the
Storage Destinations page’s Deduplication tab, and proceeds asynchronously as a background
job. This background job can take multiple minutes depending on your licensed deduplication
capacity. This button will become enabled once that background job completes.

o Ifthere is no deduplication license (for example, if you intend to use replication but not
deduplication,) creating the blockpool is still required but the background job will finish within a
few seconds.

« File System: Choose from the drop-down list the file system you intend to use as your source

Click Configure.

5. Enter information on the Deduplication, Outbound Replication, Inbound Replication and Source

Directories tabs. (See the sections following for more information about fields on these tabs.)

When you are finished entering information about the new policy, click Apply, or click Cancel to exit
without saving.

After a message informs you that the policy was created successfully, click OK.
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Inheritance and Overriding

Many fields contain a button that toggles between Inherit and Override. When the button is Inherit, the
value for that parameter is "inherited" from the global replication policy that is automatically created when
you create a replication file system. To change a parameter's value, click the Inherit button so that it
changes to Override, and then enter the new value in the field that appears.

The Deduplication Tab

The Deduplication tab enables you to enter parameters for data deduplication and contains the following

fields and buttons:

Parameter Description

Deduplication

Address for
Replication and
Deduplication

Minimum File
Idle Time Before
Deduplication

Minimum File
Size to
Deduplicate

Filenames
Excluded from
Deduplication

Relative
Deduplication
Priority

Metadata Content

Filtering

Click the button beside this field to turn deduplication on or off.

Enter the address to use for replication to and from this host. In HA configurations this
address must match the vIP address. In non-HA configurations the address may be left as
localhost.

o Note: This field appears only when editing the Replication / Deduplication policy
named "Global." To change the virtual IP address from "localhost" you must edit the
“Global” policy. Additionally, you must edit the "Global" policy on every file system
that has a replication/deduplication policy.

Specify the interval of time for a file to remain idle before deduplication begins. This field
uses the format 00:00:00:00, which refers to days:hours:minutes:seconds.

Specify the minimum size a file must be in order to be eligible for deduplication.

Specify any filenames you want excluded from the deduplication process.

If desired, indicate relative deduplication priority. Preference is given to files from policies
with a lower priority number when StorNext considers deduplication candidates.

When metadata content filtering is enabled, the Deduplication engine will attempt to
interpret the content of various backup file formats such as tar and netbackup to extract the
component files and apply deduplication algorithms to them. Only use filtering if you are
storing this type of file in the policy.

The Deduplication tab also contains fields which enable you to enter parameters related to data truncation
as it applies to deduplication.
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0 Note: If a Deduplication-enabled directory is also a Storage Manager relation point, both StorNext and
Storage Manager truncation concepts apply. In this case Storage Manager truncation performs any
required truncation, but Storage Manager will not truncate a file unless the StorNext truncation
parameters have also been satisfied.

The Truncation portion of the Deduplication tab contains the following fields:

Parameter Description

Truncation

Minimum File
Idle Time
before
Truncation

Minimum File
Size to
Truncate

Files Excluded
from
Truncation

Truncation Low
Water Mark *

Truncation
High Water
Mark *

Stub File Size

Click the button beside this field to turn truncation on or off.

Specify the interval of time for a file to remain idle before truncation begins.

Specify the minimum size a file must be in order to be eligible for truncation.

Specify any filenames you want excluded from the truncation process.

Watermarks help you determine disk space thresholds for your file system. These thresholds
determine the point at which StorNext applies or stops applying truncation. At this field, enter
the percentage of occupied disk space a file system must reach before StorNext stops
applying truncation.

Enter the percentage of occupied disk space a file system must reach before StorNext
applies or starts truncation.

The stub file is the readable portion of the file that remains after truncation. Enter the desired
target size to allocate for the truncated file stub.

* These fields do not appear when adding a replication storage policy, but are editable when editing the Global

replication policy.

The Outbound Replication Tab

The Outbound Replication tab enables you to enter parameters related to outgoing replicated data copied
to a destination target and contains the following parameters. For all parameters you can either accept the
default values by checking the box to the right of the parameter, or uncheck the box to manually enter the

value.
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0 Note: This tab displays replication target machines and files systems that have already been
configured on the Storage Destinations > Replication Targets page. You cannot enter replication
targets on the Outbound Replication tab; you can only select previously configured replication targets.
For more information about creating replication targets, see Configure Data Replication on page 103.

Parameter Description

Outbound Click the button beside this field to turn outbound replication on or off. In this context "On"
Replication means that directories associated with this policy will be replicated.

Pathname on This is the pathname on the target to which replicated data is copied.

Target

Copies to Keep This is the number of replicated copies created on the target system.

on Target

Replicate This parameter determines whether deduplicated data is included in the replication process.
Deduplicated

Content

Use This parameter determines whether data compression is used prior to and during replication.
Compression on

Network

Use Encryption This parameter determines whether data encryption is used prior to and during replication.
on Network

Generate This parameter determines whether a replication report is generated.

Completion

Reports

Replicate Inline If you specify a size,files smaller than the size you specified will have their contents

Size replicated inline with metadata and will not be transferred separately.

'Name' Passed When entered, a string used to expand the %N parameter in the realization string on the

to Target target. StorNext defaults to the source directory path.

Filenames Specify any filenames you want excluded from the replication process. This field works the
Excluded from same way as a UNIX shell which lets you pattern match names. For example, entering*o
Replication core excludes all .o files and also files named "core." You could also skip all core files by

entering rep_skip=core*.

Relative When you enter a priority, preference is given to replicating contents of files from policies
Replication with lower priority.
Priority

Add a New Replication Schedule

When deciding whether to create a replication schedule, consider the following:
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« This scheduling function schedules the “namespace realization” phase of replication, not replicated data

movement. (Namespace realization refers to the process of creating the directory structure for replicated
data.)

« Ifno replication schedule is specified, namespace replications are triggered manually (on demand).
1. Under Replication Schedules, click New.

2. Under Replication Targets, select at least one replication target to which the new schedule should be
applied.

3. Enter the parameters for the new replication schedule. Your entries in the Weekday, Day, Hour, and
Minute columns determine precisely when replication occurs. You must either select at least one entry
in each heading column, or else click All.

To quickly select recurrence, you can click one of the six small boxes under the Use button:
o Y:Yearly

« M: Monthly

o W:Weekly

o D:Daily

« H:Hourly

B: Business Days (Monday through Friday every week)

0 Note: Do not check All under the Minute heading. Doing so can trigger a replication each minute,
which is a lot of unnecessary overhead.

4. (Optional) Inthe CRON Spec field, input a CRON-like schedule in CRON form by entering an
allowable string, and then click Use.

o @yearly: Runonce ayear

o @annually: Same as @yearly
o @monthly: Run once a month
« @weekly: Run once a week
@daily: Run once a day,

o @midnight: Same as @daily

o @hourly: Runonce an hour

After you enter the string, the CRON format will appear at the field, if applicable. For example, if you
enter @daily, 00 * * * appears.

(Optional) For the Specials heading, check @Reboot to run the schedule once, at startup.

Click Continue.

Click Apply to save the new schedule, or click Cancel to exit without saving.

® N o o

When the confirmation message appears, click Yes to proceed or No to abort.
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9. When a message informs you that the replication schedule was successfully created, click OK to
continue.

Edit a Replication Schedule

On the right side of the page is a list of previously configured replication schedules.
1. Select the replication schedule you want to modify.
2. Click Edit. A page similar to the one on which you added the schedule appears.

3. Modify entries under the Weekday, Day, Hour, and Minute columns as desired. (Alternatively, you
can enter a CRON-like schedule in CRON format at the CRON Spec field, and then click Use.)

4. Click Continue.

5. When you are finished making changes, click Apply to save your modifications, or click Cancel to exit
without saving.

6. When a message informs you that the replication schedule was successfully modified, click OK to
continue.

Delete a Replication Schedule
1. Select the replication schedule you want to delete.
2. Click Delete.
3. When the confirmation message appears, click Yes to proceed or No to abort.
4.

When a message informs you that the replication schedule was successfully deleted, click OK to
continue.

The Inbound Replication Tab

The Inbound Replication tab enables you to enter parameters related to incoming replicated data sent
from the source blockpool server and contains the following fields:

Parameter Description

Inbound Turn inbound replication on or off, or disable the process. Quantum recommends not enabling

Replication inbound replication when creating new policies, but rather enabling it in the "Target" policy.

Pathname on Specify the name of the directory on the target system to which replicated data is saved.

Target

Copies to Specify the number of copies of replicated data to store on the source system. Quantum

KeeponTarget recommends not specifying this number on the target policy, but specifying it in the source
policy.
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0 Note: See Additional Replication and Deduplication Information on page 920 for additional
information about setting up replication and recommended settings for these parameters. If these
values are entered for both the source and target polices, the values entered in the target policy are

used.

The Source Directories Tab

The Source Directories tab enables you to select or create the file system directory used for the policy and
contains the following fields and buttons:

Parameter Description

Directory Select from the pulldown list an existing directory you want to use for the policy.

Create To create a new directory, enter a directory location at the field to the left of this button, and then
Directory click Create Directory to create the specified directory.

Button

Add Button after either selecting a directory from the pulldown list or creating a new directory, click Add to

add the directory as the one used by the storage policy.

To delete a directory on this tab, select the desired directory from the Source Directories list and then click
Delete. Confirm the deletion by answering Yes to the confirmation prompt.

The Blackout Tab

The Blackout tab allows you to schedule times and/or days when you do not want deduplication or
replication to run. Specifically, the blackout period specifies periods during which the background data
transfers for replication (replication phase 1) do not run. A blackout overrides the replication schedule when
there is overlap or conflict. The process for scheduling blackouts is the same for deduplication or replication.

0 Note: The Blackout tab is not shown when you add a replication storage policy, but it appears when
you edit the Global replication policy.

1. Select Deduplication Blackout Window and/or Replication Blackout Window to display
scheduling options.

2. Specify the weekday(s), month(s), day(s), hour(s) and minute(s) when you do not want deduplication
and/or replication to run. (For each of these items you can click All.) Alternatively, you can enter a
CRON-like schedule in CRON format at the CRON Spec field, and then click Use.

3. When you are finished, click Apply to save your changes or Cancel to abort.

Client-side Encryption

The Tools > Storage Manager > Client-side Encryption page lists the master keys that can be used for
client side encryption.
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Information on the Client-side Encryption Page

Parameter Description

Master Key Displays the name of the master key.

Creation Displays the time when the selected master key was created.

Time

Modified Displays the time when the selected master key was last modified.

Time

Number of Displays when the selected master key is edited, or a new instance of the master key is
Instances created. This column displays the number of instances that exist for the selected master key.
New... Click to create a new master key.

Edit... Click to edit an existing master key.

Refresh Click to refresh the data on this page.

Select Action Click to display a list of available drop-down options. The available options are:

« Change Data Protection Key: This action will internally change the data protection key.

Create a Master Key

1.
2.

Click New.... The Tools > Storage Manager > Client-side Encryption > New page appears.

In the Master Key Store ID field, input the master key store identification number. This is a mandatory
field limited to 15 characters. Only alphanumeric characters and the special characters - (dash)
(underscore), and . (period) are allowed.

@ Note: Thisfield only appears when you create master keys for the first time.

In the Master Key Name field, input the master key name. This is a mandatory field limited to 31
characters. Only alphanumeric characters and the special characters _ (underscore), - (dash), .
(period), and ! (exclamation mark) are allowed.

In the Master Key Passphrase field, input the Master Key passphrase. This is a mandatory field
limited to 127 characters. This passphrase must be remembered or be kept in safe place. Itis required
for updating the passphrase.

(Optional) Click the Show Passphrase box to display the passphrase text. Since the passphrase text
is secret text, it is masked by default.

Click Apply to create the new master key, or click Cancel to discard your changes and exit without
creating the master key.
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Edit a Master Key

1. Onthe Tools > Storage Manager > Client-side Encryption page, select a Master Key.

2. Click Edit.... The Tools > Storage Manager > Client-side Encryption > <your key> page
appears.

0 Note: The Master Key Name field displays the master key name. The name cannot be edited.

3. Inthe Current Master Key Passphrase field, input the Current Master Key passphrase. Thisis a
mandatory field.

4. Inthe New Master Key Passphrase field, input the New Master Key passphrase. Thisis a
mandatory field limited to 127 characters. This passphrase must be remembered or be kept in safe
place. It is required for updating the passphrase.

5. (Optional) Click the Show Passphrase box to display the passphrase text. Since passphrase text is
secret text, it is masked by default.

6. Click Apply to edit the master key, or click Cancel to discard your changes and exit without editing the
master key.

Client Side Compression and Encryption

Both client side compression and client side encryption are enforced and configured as a Policy class
attribute. To enable client side encryption for a policy class, a master key must be selected. If a master key
does not exist, create a master key first. Master keys are created and managed by the command fskey.
See the StorNext MAN Pages Reference Guide for the various policy class commands.

For example:

« fsaddclass
« fsmodclass
o fsrmclass

o fsclassinfo

o fskey

The fskey Command

The command fskey adds, modifies and reports master keys used in the client-side encryption feature in
the Quantum storage system. The command can also be used to generate a new data protection key
associated with a specific master key. A data protection key (DPK) is used to encrypt data content before it
is uploaded to an Object Storage when the client-side encryption is enabled, while master keys are used to
wrap (encrypt) data protection keys.

A master key’s content is derived from a user-supplied passphrase. Each master key has a unique name.
This unique key name can be assigned to a particular policy if the client-side encryption feature is enabled
for this policy. The key content of a master key can be changed by providing a new passphrase. In this case,
a new master key instance is created. The old instance is then removed after all data protection keys
wrapped by the old instance are rewrapped by the new instance.
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For additional information, see Client-side Encryption on page 129.

The gcloud_audit Utility

The qcloud_audit utility generates a peer device key file containing CSV list of files stored to Q-Cloud in
the given output directory. Execute the command qcloud_audit -h to display a list of arguments and the
usage description of the tool.

The CSV list contains the following for each file stored to Q-Cloud:

Parameter Description

Path Displays the path from the relation point to the file.
Name Displays the name of the file.
Owner Displays the ID of the file owner.
Entype Displays the encryption type:
e Ofornone

« 1 forserver

« 2 forclient

Namespace Displays the name of the bucket where the file is stored.
Objid Displays the object ID of the file.
Modtime Displays the time-stamp of the file's last modification in the form:

mm-dd-yyyy:hh:mm:ss

Addtime Displays the time-stamp when the Q-Cloud copy batch was completed in the form:
mm-dd-yyyy:hh:mm:ss

For example, execute the following command:

gcloud_audit -o /var/tmp

The command generates a CSV file titled "Qcloud_1.audit" (assume the device key is 1). The content of
the file contains information similar to the following:

pathl, filel, 123, 0, bucketl, 000001, 07-09-2015:19:24:13, 07-09-2015:19:24:54
path2, file2, 456, 1, bucketl, 000002, 07-09-2015:19:24:13, 07-09-2015:19:24:54
path3, file3, 789, 2, bucketl, 000003, 07-09-2015:19:24:13, 07-09-2015:19:24:54
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0 Note: The time required to complete the command is directly proportional to the number of files stored
to Q-Cloud.

0 Note: The output of the Q-cloud audit log can reach up to 6GB per million copies stored. Ensure your
system contains sufficient storage space before running the audit process.

The Compression and Encryption Usage Report

Beginning with StorNext 5 release 5.3, with compression and encryption for Q-Cloud devices, you can
request to view compression and encryption usage information. The compression and encryption usage
information is reported by the command fsobjinfo.

The fsobjinfo Command

Execute the command fsobjinfo to generate the compression and encryption usage report. The
command fsobjinfo producesasummary usage report for object store media. Object store usage is
summarized based on object store media ID and policy class ID. Reported usage can be limited to the
optionally specified set of policy class IDs or object store media IDs.

The gcloud_migrate.pl Command

In order to generate accurate reports, existing Q-Cloud Archive usage must be accounted for. The usage
information in the filecomp table must be populated inthe filecomp_obj and classobj_info tables.
The command qcloud_migrate.pl provides the capability; execute the command qcloud_migrate.pl
after you upgrade your system to StorNext 5 release 5.3 (or later).

The full path of the command is: /usr/adic/TSM/util/install/qcloud_migrate.pl

0 Note: Your system will operate normally without execution of the gqcloud_migrate.pl command.

Considerations for the qcloud_migrate.pl Command
« You can execute the command anytime after an upgrade to StorNext 5 release 5.3 (or later).
« Execute the command qcloud_migrate.pl only once.

« The compression and encryption usage report may not be accurate if your system contains existing Q-
Cloud Archive devices.

« If your system does not contain existing Q-Cloud Archive devices, do not execute the command
qcloud_migrate.pl.

The Compression and Encryption Usage Report

With compression and encryption for Q-Cloud devices, you can request to view compression and encryption
usage information. The compression and encryption usage information is reported by the command
fsobjinfo.
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The fsobjinfo Command

Execute the command fsobjinfo to generate the compression and encryption usage report. The
command fsobjinfo producesasummary usage report for object store media. Object store usage is
summarized based on object store media ID and policy class ID. Reported usage can be limited to the
optionally specified set of policy class IDs or object store media IDs.

The gcloud_migrate.pl Command

In order to generate accurate reports, existing Q-Cloud Archive usage must be accounted for. The usage
information in the filecomp table must be populated in the filecomp_obj and classobj_infotables. The
command qcloud_migrate.pl provides the capability; execute the command qcloud_migrate.pl after
you upgrade your system to StorNext 5 release 5.3 (or later).

The full path of the commandis: /usr/adic/TSM/util/install/qcloud_migrate.pl

0 Note: Your system will operate normally without execution of the gqcloud_migrate.pl command.

Considerations for the qcloud_migrate.pl Command
« You can execute the command anytime after an upgrade to StorNext 5 release 5.3 (or later).
« Execute the command qcloud_migrate.pl only once.

« The compression and encryption usage report may not be accurate if your system contains existing Q-
Cloud Archive devices.

« If your system does not contain existing Q-Cloud Archive devices, do not execute the command qcloud_
migrate.pl.

The Relocation Tab

The Relocation tab enables you to configure the Disk-to-Disk relocation feature.

Disk-to-Disk relocation allows you to move data from one set of disks (disk stripe group) to another without
affecting the file name space. In order to use this feature you must have a managed file system with at least
two affinities configured.
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Quantum #A @ Logof

Configuration  Tools Service Reports  Help

File System  Storage Manager

i\, Warning: Disk-to-Disk relocation has been disabled. Reason: No managed file system with 2 affinities has been configured

P configuration: Si

General | Relox
Disk-to-Disk Relocation

File Age Before Relocation

* Required Field

For instructions on what to enter on this screen, see The Relocation Tab.

The Steering Tab

The Steering tab enables you to configure file steering, which allows you to direct a copy of afileto a
designated drive pool. This is normally used when you want to direct two or more copies of a file to different
archives by putting the tape drive in separate pools and then setting the copy number of the file to go to that
pool. You can also use this feature to route your copies of the file to different media types, including storage
disks.

Linear Tape File System (LTFS) Media Format

If you use LTO-5 (or later) tape media, you can choose to store archive copies in the traditional native
StorNext tape format (ANTF) and/or in Open LTFS tape format. For complete details on supported libraries
and drives, see the StorNext 6 Compatibility Guide.

Limitations

For details on LTFS limitations, see the StorNext 6 Compatibility Guide.

The LTFS tape format offers most of the same functionality as the ANTF format with the additional benefit of
being portable. That is, tape media in LTFS format by can be vaulted and removed from the StorNext
Storage Manager system and mounted elsewhere using the freely available Open LTFS package, allowing
access to the data without requiring any additional software from Quantum.
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The StorNext implementation for LTFS is based on the Open LTFS Format Specificationv2.2.1 and is
compatible with implementations from other vendors at or above this version.

Supported Features

StorNext for LTFS includes support for the following features:

« Policy-class-copy steering by media format type for LTO tape media
» Automatic media selection and formatting

« Distributed data mover support

« File versioning on LTFS media

« File recovery from LTFS media

« LTFS media defragmentation

« Tape-to-tape copy from ANTF to LTFS, and from LTFS to ANTF
e LTO7 media

« Import of native LTFS media into StorNext

« Export/import of StorNext managed LTFS media

Features Not Supported

Features NOT supported in StorNext for LTFS:
« Segmented files

o LTFS volume spanning

o StorNextbackupto LTFS

Which Tape Format Should | Use with StorNext — ANTF or LTFS?

Quantum StorNext can write data to tape using two different formats. The first format is a Quantum
proprietary format referred to as ANTF and the second format is an open standard format from IBM called
LTFS.

ANTF

The ANTF was created by Quantum for the most efficient usage and performance of reading/writing data
from/to tape. Itis the Quantum default and most heavily used tape format. It performs well, especially when
used with high-duty-cycle tape workflows. The data for the files are self-contained within a cluster on tape.

« You canread tapes outside of StorNext utilizing the Quantum StorNext utilities.

« You can export ANTF tapes from one StorNext system and imported in another StorNext system.
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Pros Cons

« Utilizes clusters to write smaller files as a group « Not an open format.

totape. « Cannot mount up a tape as a filesystem and read/write
« High performance, low metadata overhead. data from/to the tape.
« Fast reads/writes of data from/to tape using « Cannot be used outside of StorNext without offline
clustering of file data. StorNext utilities.

« Efficient utilization of space on tape (file data
and metadata).

« Can be used as interchange between StorNext
systems.

When should | use ANTF?
« You should use ANTF for tape backup/tiering.

« In a more dynamic environment that is typical of the majority of StorNext customers, ANTF StorNext is
the most efficient format and performs significantly better than the LTFS format for both reading/writing
data and avoids wearing out tapes earlier than expected.

LTFS

LTFS is an open format from IBM. Using free utilities from various sources, you can mount a tape written in
the LTFS format and can read it like a typical file system. With LTFS there are two partitions that are created
on a tape.

« The first partition contains the metadata about the files on tape.

« The second partition contains the actual data along with copies of the first partition's metadata.

Pros Cons

« Open format. « Slower to read and write data from tape due to having to read the first partition
information and then reading the data from second partition.

« Canbe
read/written as « LTFS can wear out tapes much earlier than expected, for example, in tape scenarios
afilesystem where there is a high-duty-tape workflow. The wear counters are incremented
using certain significantly due to having to read/write the data from/to the first partition quite often at
utilities. the beginning of the tape many times.

o LTFS does not « LTFS requires a larger memory footprint due to the entire first partition index information
require any having to be read into memory.
external « LTFS consumes more space for the metadata due to the fixed first partition and copies
metadata i o . . o

. of the first partition written several times to the second partition.

tracking for
operations.

When should | use LTFS?
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» You should use LTFS to take your tapes out of StorNext and utilize in a non-StorNext system. For
example, as an interchange format between foreign devices and StorNext.

« Youshould use LTFS for systems where the primary purpose is to archive data. For example, tapes
remain in drives and are written to until they are filled.

Quantum recommends that you use ANTF tapes for typical operations and high-duty-cycle tape workflows.

Due to tapes being worn out early when you use LTFS, if LTFS is your preferred format, Quantum
recommends that you use ANTF for typical reading and writing and then use the StorNext LTFS Export
feature to create copies of the data on LTFS tapes. See Exporting and Importing LTFS Media below.

Accessing StorNext-Generated LTFS Media

Access of StorNext-generated LTFS media outside of StorNext (for example, by an Open LTFS package,)
should be considered read-only.

Be aware that a StorNext-generated LTFS medium may be rendered unusable within StorNext if it is
modified outside of StorNext. If the medium is required for data retrieval of truncated files within the
StorNext file system, access to those files may not be possible if the medium is modified outside of StorNext.

Exporting and Importing LTFS Media

Exporting and importing LTFS media allows you to move data out of one system and into another.

At a Glance: Exporting LTFS Media
« Media is removed from the system on export, and files are optionally removed from the file system.
« When a copy of the media is exported, only active file copy versions are exported.

« Any media that is exported can also be imported.

Use either the Export Media or Export Copy of Media action in the StorNext GUI to export storage media
that contain file data from the Tertiary Manager system. After the export, the media can be physically
removed, either by using Media Manager commands or by using the Library Operator Interface (LOI) in the
StorNext GUI. After media are exported from one Tertiary Manager system, they may be imported into
another Tertiary Manager system using the Import Media action.

0 Note: The Tertiary Manager system does not support LTFS segmented files.

At a Glance: Importing LTFS Media
« You canimport everything that is exported.

« You can optionally scan content from other systems that use LTFS format.

StorNext 6 User's Guide 138


https://qsupport.quantum.com/kb/flare/Content/stornext/SN6_DocSite/Doc_Online_Help/Tools_SM_MediaActions.htm#Export
https://qsupport.quantum.com/kb/flare/Content/stornext/SN6_DocSite/Doc_Online_Help/Tools_SM_MediaActions.htm#Export2

Chapter 3: The Configuration Wizard
Storage Policies

« Media Ingest versus File Ingest: A Media Ingest operation permanently imports media and its
contents into the system, whereas a File Ingest operation imports the contents of the media and
removes the media from the system at the end of the import process.

When media is imported, it is marked as Write Protected to avoid key collisions in a Tertiary Manager
database.

To write to imported media, execute the fsmedcopy command to move the contents from the imported
medium to another medium. The imported medium reverts to a blank status after the contents are copied.

For additional information, see the commands fsexport(1) and fsimport(1) in the StorNext Man Pages
Reference Guide.

Configuration Considerations

Now that two different media formats (ANTF/LTFS) are supported for LTO media in StorNext, you should
keep in mind some points about configuration and usage to make the best choices for your StorNext
environment.

In the Steering tab in the Storage Manager Policies configuration page, in the Media Format list, you
can select either ANTF or LTFS formats for the LTO (tape) Media Type.

0 Note: This only applies to tape formats; there are no Media Format selections available for either
Object Storage or Storage Disks.

LTFS appears in the Configuration > Storage Manager Policies > Storage Manager tab (in the
Steering column), and in the View page (in the Media Format column).

The LTFS media format also appears in the Reports > Media page (in the Media Format column).

Additional checks have been included in the StorNext Linux-based installation to ensure that some
additional RPM packages required to support the LTFS media format are installed prior to installing
StorNext. For additional LTFS requirements, see the StorNext Compatibility Guide, the StorNext
Installation Guide, and the StorNext Upgrade Guide.

Following is a list of these items to consider:

« StorNext Storage Manager LTFS support is based on LTFS Format Specification v2.0.0. The LTFS
Format Specification does not support backwards compatibility with earlier versions of the specification.

o The LTFS Format Specifications v 2.0.0 and v 2.2.1 are compatible with each other. If a tape is formatted
with version v 2.0.0 and is written to by StorNext, the tape format will be upgraded tov 2.2.1. Similarly, a
tape formatted with version v 2.2.1 will be downgraded to a v 2.0.0 if it is written to by a release prior to
StorNext 5.4.0.

o Neither LTFS Format v 2.0.0 norv 2.2.1 provides a means for maintaining file ownership and
permissions when storing files to LTFS media. Ownership and permissions are managed at LTFS file
system mount time using options passed to the Open LTFS package commands. When media formatted
with LTFS v2.0.0 or v 2.2.1 is used within StorNext Storage manager, access is restricted to the root
user and the tape is not accessible outside of the StorNext Storage Manager processes. When the media
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is mounted outside of StorNext Storage Manager, care should be taken to ensure that proper access
permissions are used when the LTFS volume is mounted.

« Storage Manager does not support segmented files for LTFS. This includes files being stored as well as
files being copied from tape to tape (fsfilecopy/fsmedcopy). To manage this, the configuration
parameter DEF_MED_SPC_LTO_LTFSinthefile /usr/adic/TSM/config/fs_sysparmcan be usedto
specify the maximum file size that can be stored to LTFS media.

« StorNext supports a maximum tape block size of 1MB for LTFS. To manage this, the configuration
parameter FS_LTO_LTFS_BLOCK_FACTOR in thefile /usr/adic/TSM/config/fs_sysparmcan be used
to calculate the LTFS tape block size and limit it to 1MB for LTFS formatted media.

o LTFS allocates at least one tape block for each file, and no two files share the same tape block.
Therefore, every file consumes an amount of space on tape that is a multiple of the tape block size. As a
consequence, very small files do not make efficient use of tape capacity, especially when large tape block
sizes are configured.

o StorNextBackup (_adic_backup policy class)is not supported for LTFS.

« Because LTFS is afile system on a tape, additional overhead is incurred when Storage Manager
processes have to mount and unmount the LTFS file system. Because of this, ANTF will outperform
LTFS in most situations. Therefore, StorNext users SHOULD NOT configure LTFS for the primary copy
used for file retrieval (for example, copy 1).

» To minimize this additional overhead, system parameters should be configured to process high file counts
and high byte counts for store and retrieve requests. The configuration parameter MAX_FILES_PER _
CLUSTER in the file /fusr/adic/TSM/config/fs_sysparm should remain at the default of 3000 and not
be reduced. The undocumented configuration parameter FS_CLUSTER_LIMIT_LTO in the file
lusr/adic/TSM/config/fs_sysparm should be increased to 1,000,000,000,000 (1TB) for LTO-L5 media,
2,000,000,000,000 (2TB) for LTO-L6 media, 6,000,000,000,000 (6 TB) for LTO-L7 media,
9,000,000,000,000 (9TB) for LTO-M8 media, and 12,000,000,000,000 (12TB) for LTO-L8 media. The
FS_CLUSTER_LIMIT_LTO parameter should be set to the lowest recommended LTO generation value
in environments where multiple LTO generations are being used with LTFS.

« The amount of metadata stored in the LTFS index partition grows as files are added to an LTFS volume.
This metadata is always loaded into the fs_fmover process memory when the LTFS volume is mounted,
and continues to grow as files are added to the LTFS volume. This means that memory requirements for
the fs_fmover process are larger when the source and/or destination media format type is LTFS as
compared to when the source and destination media format types are both ANTF.

« The LTFS standard prohibits the use of the following characters in directory and file names:
o :(colon)
o [(slash)

WARNING: Attempting to store files to LTFS that have prohibited characters in directory or file
names in the path will fail and cause an admin alert to be generated.

These files will then be removed from the store policy candidate list by having the FS_NO_STORE flag set in
the file attributes. To successfully store these files, they must be renamed to no longer contain any
prohibited characters in any of the directory or file names in the path. After the files have been renamed,
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you must clear the FS_NO_STORE attribute flag using the fschfiat -sp command or the Tools > File
and Directory Actions > Modify File Attributes GUI page so that the policy can place the files back
on the store candidate list. Keep in mind that all future file modifications will be ignored and no additional
copies will be made of these files, regardless of media type or format, until the FS_NO_STORE attribute flag
has been cleared.

WARNING: Quantum recommends that you avoid using certain characters for interoperability
between operating systems. Do not use the following characters in either directory or file names if
the files are to be stored to LTFS media:

o * (asterisk)

o ?(question mark)
o < (leftangle quote)
o > (right angle quote)
o " (quotation mark)
o | (vertical bar)

o \(backslash)

While not prohibited on Linux or macQOS, you cannot use these characters on Windows because of
additional restrictions for characters used in directory and file names.

Enhanced Control of Tape Drive Allocation

You can manage the number of tape drives to use per store policy by using the Drive Limit feature on the
Steering Tab. To limit the number of tape drives used per policy and copy, new configuration options were
added to the policy class commands fsaddclass, fsclassinfo, and fsmodclass. The Storage Manager
will use these values to manage the number of drives used per store policy. See the StorNext Online Help
for additional information and usage. See the Man Pages Reference Guide for details on the policy class
commands.
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Quantum #A @ Logof
Configuration  Tools Service Reports  Help
admin
File System  Storage Manager
© Enor: Atleast one copy must be configured for Policy Glass _adic_backup. Media Types can be added on the Gonfiguration -> Storage Destination tabs.
#Pconfiguration> Storage Manager Policies > _adic_backup Q
Storage Manager | Replication / Deduplication
General Relocation Steering | Sthedule  Associated Directories.
Copy|Media Type| Media Format | Tape Drive Pool | Drive Limit
1 Cng?ﬂtamja ANTE ¥ | [fs_Fodrivepool ¥] [ MNone
2| Not  veqs [===Select== ] [F=_Fodriveposl ¥] [one ¥
3 Cg‘r?ﬂtawej) ---Select--- ¥ |[ fs_Fodrivepool ¥/ |None ¥
4 WN”“ﬂ‘Mej, —Select—— ¥ [ s_Fodrivepool ¥] [None

* Required Field

For instructions on what to enter on this screen, see the online help.

The Schedule Tab

The Schedule tab allows you to enable or disable the Store Files Automatically feature.

When this feature is enabled, StorNext automatically stores files for the current storage policy. If this feature
is disabled, Quantum recommends that the files for the policy class be stored by scheduled events.
Scheduled events are certain activities which you can set up to run at specified times using StorNext’s
schedule. For more information, see Scheduler on page 298.
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Quantum
Configuration  Tools Service Reports  Help
File System  Storage Manager

¥ Configuration> Storage Manager Policies > _adic_backup

# @ Logof

& admin

Storage Manager Replication / De

General Relocation Steering Schedule Associated Directories
‘ Store Files Automatically @

* Required Field

For instructions on what to enter on this screen, see the online help.

The Associated Directories Tab

The Associated Directories tab enables you to view or delete any existing associated directories in the file
system for the policy, and to add new directories.
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Quantum #A @ Logof

Configuration  Tools Service Reports  Help
admin

File System  Storage Manager

#configuration> Storage Manager Policies > _adic_backup Q
Storage Manager Replication / Deduplication
General Relocation Steering Schedule Associated Directories
Store Files Automatically «

* Required Field

For instructions on what to enter on this screen, see the online help.

Email Server

The Email Server option allows you to specify the email server used for processing StorNext notification
email messages. On this page you will enter basic information such as the email server name and sending
entity. You can also send a test message so you can verify that StorNext recognizes the email server whose
information you entered.

0 Note: The Email Server option does not configure your email server. Instead, it allows you to specify
a previously configured email server so StorNext knows which server is responsible for processing
notification messages. Before you use the Email Server option, make sure your email SMTP server is
already configured.

Configure the Email Server

1. Onthe Configuration menu, click Email Server.

2. Complete the following fields related to your email system configuration on the Configuration > Email
Server page. Required fields are marked with an asterisk (*).

StorNext 6 User's Guide 144



Chapter 3: The Configuration Wizard
Email Notifications

Parameter Description

SMTP Server Enter the identification for the server that stores and processes your email account
[:Port] information; this might be a valid server name or an IP address. You can optionally
add a port number.

Verify SMTP Enable this option if you want StorNext to verify that the SMTP server you entered is
Connectivity valid and reachable.
Authentication If your email provider requires a password to sign on, select the PASSWORD option.

Otherwise, select NONE.
If you select the PASSWORD option, the following fields appear:
« Account: Enter a valid email account for outgoing email messages.

« Password: Enter the email account’s sign-on password, if required.

Sender Address Enter the email address for the entity responsible for sending alert messages to
designated recipients.

o Note: When using public servers with Authentication enabled, enter the
account email address for the Sender Address.

Send Test Email If enabled, the Test Email Address field appears, which allows you to enter an email
address to which you can send test messages to confirm successful configuration.

3. Click Apply to save your changes, or click Reset to clear all the fields.

Email Notifications

The Email Notification feature allows you to specify parties who should receive StorNext email messages
about backup statuses, service tickets, admin alerts, policy class messages, and RAS service request
tickets.

0 Note: In order for this feature to work properly, make sure you have specified a configured email
server as described in Email Server on the previous page.

Add an Email Recipient

1. When the Configuration Wizard is displayed, select Email Notifications on the left side of the page.
Alternatively, select Email Notifications from the Configuration menu. The Configuration > Email
Notification page appears.

2. Onthe Configuration > Email Notifications page, click New. The Configuration > Email
Notifications > New page appears.
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Enter the following fields for the new email recipient:
« Contact Name: Enter the name of the person who should receive email naotifications.

« Admin Alerts: Select this option to send an email message to the recipient whenever an admin alert
is generated. For more information about Admin Alerts, see Admin Alerts on page 566.

« StorNext Backups: Select this option to send an email message to the recipient after a backup has
occurred on your system.

« Service Tickets: Specify the way you want StorNext to handle email notifications whenever a
service ticket for your system is generated. Choose one of the following:

o Disabled: No email notification messages are sent for service tickets.
o Alert Level High: An email notification message is sent only when the alert level is High.

o Alert Level Middle: An email notification message is sent when the alert level is Middle and
higher.

o Alert Level Low: An email notification message is sent when the alert level is Low and higher.

» Policy Class: Select this option to receive email about policy class. You must specify the pertaining
policy class.

Click Apply to save your changes, or click Cancel to exit without saving. You can also clear all fields
and start over by clicking Reset.

When the confirmation message appears, click Yes to proceed or No to abort.

6. When a message informs you that the email notification recipient was successfully added, click OK to

return to the Configuration > Email Notifications page.

View Email Recipient Information

To view details for an existing email recipient:

1.
2. Onthe Configuration > Email Notifications page, review the list of current email recipients.
3.
4

. When you are finished viewing recipient information, click Cancel to return to the Configuration >

If you have not already done so, select Email Notifications from the Configuration menu.

Select the recipient whose information you want to view, and then click View.

Email Notifications page.

Edit an Email Recipient

1.
2.

If you have not already done so, select Email Notifications from the Configuration menu.

On the Configuration > Email Notifications page, select the recipient whose information you want
to edit and then click Edit.

Modify any of the following fields:

« Admin Alerts: Select this option to send an email message to the recipient whenever an admin alert
is generated. For more information about Admin Alerts, see Admin Alerts on page 566.
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« StorNext Backups: Select this option to send an email message to the recipient after a backup has
occurred on your system.

« Service Tickets: Specify the way you want StorNext to handle email notifications whenever a
service ticket for your system is generated. Choose one of the following:

o Disabled: No email notification messages are sent for service tickets.
o Alert Level High: An email notification message is sent only when the alert level is High.

o Alert Level Middle: An email notification message is sent when the alert level is Middle and
higher.

o Alert Level Low: An email notification message is sent when the alert level is Low and higher.

» Policy Class: Select this option to receive email about policy class. You must specify the pertaining
policy class.

4. When you are finished making modifications, click Apply to save your changes and return to the
Configuration > Email Notifications page, or click Cancel to exit without saving.

Delete an Email Recipient

To delete a previously entered email recipient:
1. If you have not already done so, select Email Notifications from the Configuration menu.
2. Onthe Configuration > Email Notifications page, review the list of current email recipients.
3. Select the recipient you want to delete and then click Delete.
4. When the confirmation message appears, click Yes to proceed or No to abort the deletion.
5

. When a message informs you that the email notification recipient was successfully deleted, click OK to
return to the Configuration > Email Notifications page.

Notify Quantum When Service Tickets are Generated

Select this option to automatically send the Quantum Technical Assistance Center a message whenever a
service ticket is generated.

Done

The last step in the Configuration Wizard is to click Done to indicate that you have completed all
configuration steps.

On this screen you can also convert to a high availability (HA) configuration by clicking Convert to HA.
Clicking this button is the same as choosing High Availability > Convert from the Tools menu. For
information about entering the fields on this screen and converting to an HA system, see Converting to HA

on page 574.
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Quantum

Configuration  Tools Service Reports  Help

File System  Storage Manager

# @ Logof

& admin

© Information: StorNextsetup complete

Configuration Wizard  $’Configuration> Done

+ Welcome

Licenses [_conventonia. ] pone ]
Name Servers

File Systems

Storage Destinations

Storage Policies

Email Server

Email Notifications

Done
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In addition to the basic file system tasks described for the Configuration Wizard, the File Systems menu
contains additional options that enable you to perform the following file system-related tasks:

Label Disks Apply EFI label names for disk devices in your StorNext libraries

Check File Run a check on StorNext files systems prior to expanding or migrating the file system
System

Affinities Allocate additional storage to a file system by creating a new stripe group in the file system

configuration file, and assigning new disks to the stripe group

Migrate Data Move data files from a source file system to a destination stripe group, freeing stripe groups so
they can be removed from an existing StorNext file system

Stripe Group Manage the file system's stripe group(s).

Actions

Truncation Enter truncation parameters for your file systems in order to free up file storage that isn’t being
Parameters actively used

Manage Limit the amount of disk storage consumed on a per user, or per group basis across an entire
Quotas file system, or within a designated directory hierarchy.

To rename a standalone (unmanaged) StorNext File System, see Rename a Standalone (unmanaged)
StorNext File System on page 180.

This chapter contains the following topics:

Label Disks
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Overview of Resource Allocation ... ... 152
Use Resource Allocation Fromthe Command Line .............. . ... ... ... ... 154
Check File System . 159
AN S L 162
MIgrate Data ..o 166
StHPE GroUP ACHONS . e 171
Truncation Parameters .. 176
Manage QUOTAS ... 178
Rename a Standalone (unmanaged) StorNext File System ... . 180
File System HistOry L 181
StorNext File System Thin Provisioned Capabilities ... ... . ... 182
StorNext File System Data Coherence . ... . 186
Offline File Manager (for Apple MacO S ) ... . el 187
Offline File Manager (for Microsoft WIindOWS) ... ... oo i e 214
ADOUL FlEX Y NG . 246
Multi-protocol File LOCKING ...l 246
Unmount and Mount a File System Used by SN-NAS Shares ... ... 252

Label Disks

Each drive used by StorNext must be labeled. (A new drive must be labeled only one time.) You can label a
drive from any StorNext server or client that has a fibre channel (FC) connection to the drive.

The type of label is EFI, which is required if you plan to create LUNs that are larger than 2TB. For Solaris,
EFI labels are also required for LUNs with a raw capacity greater than 1TB.

0 Note: Do not use file system labels of the format meta_any-value and shared_any-value. These
file system labels are reserved for the HA shared files system on the M-series Metadata Appliances.

Label a Device

Follow this procedure to label any new or unused devices, or to relabel a device that has been unlabeled.
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Caution: Labeling a disk device results in a complete loss of data on that disk device. Before you label
a disk, backup or copy the data, or make sure the disk has no data that needs to be saved.

1. Onthe Tools menu, click File Systems, and then click Label Disks. The Tools > Label Disks page
appears.

Quantum StorNext%Connect & @ Log off
Configuration Tools Service Reporis Help

admin
File System Storage Manager

9y, Tools > File Systems > Label Disks (-]
Label Disks

size Stripe Breadth RAID Controller Device Path Assigned To
31.94 GiB default ‘dev/sdc
7.94 GiB default /dev/sdd
31.94 GiB default ‘dev/sde

7.94 GiB default /dev/sdf
Show All Show Details = EFI

2. (Optional) Click Scan to initiate a scan of the disk devices in your SAN.

Caution: Before you initiate a scan, be aware that in complex SAN environments frequent disk
scanning can lead to SAN instability including timeout errors. Before the scan begins you will

receive a reminder and be given the opportunity to confirm whether you want to proceed with the
scan.

3. Select the disk devices to which you want to apply labels, or click the check-box next to the Label to
select all available disks. Remember that if a disk device already has a label, continuing with this
procedure overwrites the existing label.

Caution: Overwriting or changing the label of a disk results in a complete loss of data on that disk
device.

4. Enter the new label name in the text field to the right of the EFI field, at the lower right.
5. Click Label.

6. When the confirmation message appears, verify that the disk you are labeling is empty, and then click
OK to proceed. To cancel the operation, click Cancel.
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0 Note: If you later unlabel a device and then decide to make the unlabeled device usable by the
StorNext File System, you must first relabel the device, using the steps given above.

Remove a Label from a Device

Follow this procedure to remove a label from a previously labeled device. If you remove a label from a device
and then decide later to make the unlabeled device usable by the StorNext File System, you must first
relabel the device. The relabeling process is identical to labeling initially as described in Label a Device on

page 150.

0 Note: You cannot remove the label from a disk device that has been previously assigned to a file
system. You can identify these devices by the file system name under the file system heading.

1. Onthe Tools menu, click File Systems, and then click Label Disks.

2. Select the disk devices from which you want to remove labels. Optionally, click All to select all available
disks.

3. Click Unlabel.

4. When the confirmation message appears, click OK to verify that you want to unlabel the selected disk
(s). To cancel the operation, click Cancel.

Caution: When you remove a label from a device, all data on that device will be lost. Additionally, the
unlabeled device will no longer be used by the file system until it is relabeled.

Overview of Resource Allocation

StorNext provides two Resource Allocation tools that allow you to make changes to your file system:

o About File System Expansion below

o About Stripe Group Movement on the next page

Beginning with StorNext 6, there are new capabilities as a result of the new suite of Stripe Group
Management Ultilities. These include sgadd (on-line file system expansion), offload (move data off of a
stripe group), defrag (consolidate extents to reduce free space fragmentation), resize LUNs (another way
to add space to a file system when the storage array supports dynamic resize of existing LUNs). There are
also new concepts for retiring and re-using stripe groups. For additional information, see the StorNext Man
Pages Reference Guide.

About File System Expansion

StorNext’s File System Expansion feature enables you to dynamically add LUNs to a selected file system
without interrupting that file system’s operation.
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The only disruption that occurs during File System Expansion is a short pause of new metadata requests as
StorNext updates its internal system and clients to be aware of the new overall capacity and physical disk
resources that are used. The short pause is a result of taking the file system offline to use the command
cvupdatefs to add a new stripe group.

Beginning with StorNext 6, the command sgadd allows the file system to remain online.

0 Note: While the file system remains online, clients are notified to re-connect and there may be a slight
pause in the order of a small fraction of a second.

File System Expansion is often done in conjunction with the Stripe Group Movement feature. That is, you
might want to add new stripe groups knowing you will want to use those stripe groups for Stripe Group
Movement.

0 Note: The command sgadd only adds data stripe groups. You can use the StorNext GUI, the
command cvupdatefs, or the command cvmkfs -r (-e) toadd a meta data stripe group.

About Stripe Group Movement

Stripe Group Movement moves data files off one or more data stripe groups onto the remaining data stripe
groups in a file system, which frees data LUNS so they can be decommissioned or reused. In a similar way,
the metadata on a single LUN can be moved to a new LUN. StorNext provides a Movement Wizard to
simplify these processes, which is launched when you select Migrate Data from the Tools menu.

@ Note: Stripe Group Management utilities currently run on Linux only clients, not just the MDCs.

During data stripe-group movement, you indicate one or more source stripe groups from which to move
data. StorNext automatically moves all data from the source stripe groups to the remaining stripe groups in
the file system. All other data stripe groups are targets, allowing an even distribution of data across
remaining disk resources. During movement, the file system is online and read/write operations occur
normally, but the source data stripe group(s) are in read-only mode (write disabled).

Beginning with StorNext 6, the source data stripe group(s) are no longer in read-only mode when moving
data off of a stripe group. There is a concept of alloc true and alloc false. When alloc is set to true, new data
extents are created on a stripe group, which is the normal case. When preparing for offload, alloc is to false.
This prevents new extents from being placed on the stripe group or for existing extents on that stripe group
to be expanded. Since the source data stripe group(s) are not in read-only mode, write-in-place applications
continue to run.

Beginning with StorNext 6, disks (and disk labels) can be completely removed from the configuration. There
is a concept of a vacant stripe group. When a stripe group is vacated, it has no disks and serves as a
placeholder so that existing stripe group ordinals do not get changed. The next time a stripe group is added,
the system looks for for a vacant stripe group and uses it first.

Expansion and Movement Steps

Beginning with StorNext 6, you can add a stripe group to all file systems, including the HA shared file system
using the stripe group management utilities. With the stripe group management utilities, the file system
remains on-line throughout the procedure.
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For additional information, see the following topics:

o Perform File System Actions on page 79

o Stripe Group Actions on page 541

0 Note: Beginning with StorNext 6, it is no longer necessary to put an HA system into config mode to
enact the change to the HA shared file system.

Below are high-level steps required for expanding a file system and moving stripe groups.

1. Check the file system before you begin. See Check File System on page 159.

. Expand the file system. See File Systems on page 50.

. Move data stripe groups or metadata/journal stripe groups. See Migrate Data on page 537.

2
3
4. Mark source stripe groups as read-only.
5

. Reboot all clients after the expansion.

Use Resource Allocation From the Command
Line

Quantum recommends that you perform resource allocation using the StorNext GUI. However, if your
operating system does not support using the GUI for this feature (or if you are operating in a failover
environment,) you can accomplish the following tasks from the command line interface (CLI):

o Add a Stripe Group Without Migrating on the next page

« Add and Move a Data Stripe Group on the next page

« Move a Metadata/Journal Stripe Group on page 157

Caution: When you add a new disk or stripe group to your SAN, often an OS-dependent operation
must be run to make the added device recognizable by a host. Some of these utilities can disrupt
access to existing disks, causing access hangs or failures. To avoid this, stop all file system operations
on the affected host before rescanning for the new device.

Caution:

Check the File System

Before you use the Resource Allocation feature, Quantum strongly recommends running the cvfsck
command on the file system you will be using. This step could take a considerable amount of time to

complete, but your file system should be in good condition before you attempt to expand it or move stripe
groups.
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Caution: If you do not run the cvfsck command to check your file system before attempting file system
expansion, irreparable file system damage could occur.

Add a Stripe Group Without Migrating

Use the following procedure to expand the file system by adding a stripe group, and not migrating.

Caution: Do not use this procedure if the file system was created with the Windows Simple Config
Tool.

0 Note: Changes to the configuration file must be manually copied to the peer MDC if you have a pair of
Windows MDCs or if your Linux MDCs are not using a dedicated shared HA file system, also known as
RPM-only StorNext install.

1. Label disks for the new stripe groups you want to add to the file system.

N

If your StorNext configuration includes a failover environment, you must first shut down any standby
FSMs that would start when you shut down the primary FSM. The movement procedure will not
complete successfully unless all FSMs are shut down.

Caution: If you do not shut down standby FSMs, file system corruption or data loss could occur.

o Note: Beginning with StorNext 6, stopping the file system is not required if you use the sgadd
command.

w

. (Optional) Run the cvfsck command on the file system. See Check the File System on the previous
page.

o Note: Beginning with StorNext 6, this step is not required since the file system is not stopped if
you use the sgadd command and the command cvfsck is not as effective when running on an
active file system.

»

Add the new stripe groups to the file system.

o Note: Beginning with StorNext 6, execute the command sgadd.

o

Stop the File System Manager (FSM).

o

Run the cvupdatefs command.
Restart the FSM.

~

Add and Move a Data Stripe Group

New functionality has been added to the snfsdefrag utility to support operations on multiple stripe groups.

Beginning with StorNext 6, Quantum recommends using the command sgoffload to move data from one
stripe group to one or more other stripe groups. In addition, the command sgdefrag is also available, which
is different from the command snfsdefrag.
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@ Note: During Stripe Group Movement, affinities are preserved when files are moved from one stripe

group to another. When you create a new stripe group to use with the Stripe Group Movement feature,
the new stripe group must include sufficient space for its affinities. You must add any affinities from the
source stripe group to the new stripe group.

Beginning with StorNext 6, use the following procedure to add a new stripe group, move data off the old
stripe group and vacate the old stripe group.

0 Note: The file system remains available to all clients while this operation takes place.

1.
2.
3.

Label disks for the new stripe group.
Execute the command cvadmin -e to get the fsmpm to reload its view of the StorNext disks.

Execute the command sgadd to add the new stripe group.
Sgadd -f <fs> --disks <disks> --sb <stripe breadth>
Execute the command sgoffload to move data off the old stipe group and mark it vacant.

Sgoffload -f <fs> -g <stripe group> --vacate

@ Note: The metadataArchive configuration variable must be set to true in order to use the
sgoffload utility.

For StorNext releases prior to StorNext 6, use the following procedure to add new stripe groups, and then
move data off of the old stripe group.

1.
2.

Label disks for the new stripe groups you want to add to the file system.

If your StorNext configuration includes a failover environment, you must first shut down any standby
FSMs that would start when you shut down the primary FSM. The move procedure will not complete
successfully unless all FSMs are shut down.

Caution: If you do not shut down standby FSMs, file system corruption or data loss could occur.

3. (Optional) Run the cvfsck command on the file system. See Check the File System on page 154.

Unmount all clients to prevent applications that are writing to preallocated files from trying to do IO to the
now read-only stripe group.

Add the new stripe groups to the file system configuration and mark the old stripe groups as read-only.
(Make sure the old stripe group is write disabled.)

6. Stop the File System Manager (FSM) for the desired file system.

7. Run cvupdatefs.

Restart the FSM.

StorNext 6 User's Guide 156



Chapter 4: File System Tasks
Use Resource Allocation From the Command Line

9. Runsnfsdefrag -G <n> -m @ -r /filesystemroot, where <n> is the zero-based number of the
source stripe group from which the move starts, and filesystemroot is the file name of the file system
tree’s root. You can specify multiple -G options to use multiple source stripe groups.

10. Remount all clients since all pre-allocated blocks have now been moved to the stripe group.
11. Verify that no data remains on the original stripe groups.

12. Edit the file system configuration to mark the old stripe groups as "Disabled".

13. Stopthe FSM.

14. Restartthe FSM.

@ Note: The old stripe groups marked "Disabled/Readonly" must be left in the file system
configuration file.

Defragment Free Space in a Stripe Group

Asfiles are created, written to and removed, file system free space can become fragmented. The cvfsck
utility has an option to create a free space fragmentation report for each stripe group. The sgdefrag utility
can be used to defragment the free space on a stripe group. It does this by retrieving the extent list for each
file that has extents on the given stripe group. It moves the file’s data, extent by extent to one or more target
stripe groups. This has the effect of making fewer extents overall and grouping free space into larger
chunks.

Move a Metadata/Journal Stripe Group

Metadata movement is performed on a LUN level, meaning you must specify the source LUN and the
destination LUN. The sndiskmove command that accomplishes metadata movement has two arguments: a

source and destination LUN.

Caution: You can only use the sndiskmove command if both the source and destination LUNs have
EFllabels. VTOC labels are not supported in StorNext 6. Use the special CLI command
lusr/cvfs/bin/cvlabel_compat_5 to convert VTOC labels to EFI labels before attempting to use
sndiskmove. The cvlabel_compat_5 command is a StorNext 5 version of cvlabel that supports the
conversion of VTOC to EFl labels.

After movement is complete, the physical source disk can be removed.

@ Note: Although a stripe group can consist of multiple disks or LUNSs, the sndiskmove command
moves only a single disk or LUN. Consequently, references to “stripe group” in this section refer to a
single disk or LUN when migrating metadata with sndiskmove.

Caution: The command, sndiskmove, only works on disks or LUNs of the same size. For instance, if

the destination LUN is smaller than the source LUN, then the command fails. However, if the
destination LUN is larger than the source, then the additional capacity is ignored.
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Caution: The metadata/journal stripe group you want to move cannot contain data.

sndiskmove treats metadata and journal stripe groups the same way, so it doesn’t matter whether the
stripe group you want to move is a metadata stripe group, a journal stripe group, or a combined
metadata and journal stripe group. The only caveat is that stripe groups used for movement cannot

contain data.

If you attempt to move a metadata/journal stripe group that contains data, data loss could occur.

Beginning with StorNext 6, use the Metadata Archive feature and cvmkfs to replace a metadata stripe
group. Use the cvupdatefs utility to move the journal from one stripe group to a new stripe group.

Replace a Metadata Stripe Group

You can replace a metadata stripe group using all new disks and geometry. The metadata archive backs up
all metadata to a database.

@ Note: The metadata stripe group must not contain user data. If it does, use the sgoffload utility to

offload the data and turn it into an exclusive metadata stripe group. This procedure applies to an
unmanaged file system only.

Ensure that the metadataArchive configuration variable exists and is set to true. Use sncfgedit to
modify the configuration file for the file system. If this variable is created or changed from false to true,
you must restart the FSM and build the database. Once the FSM is restarted, monitor the cvlog file and
wait for “Metadata archive creation is complete” to appear in the log.

Unmount the file system from all clients.

3. Stop the file system.

Replace the configuration file for the file system keeping all user data stripe groups intact and removing
or replacing exclusive metadata stripe groups.

5. Execute the command cvmkfs -e -r toinitialize the new metadata stripe group.

6. Startthe FSM and mount the file system. Initially, not all files are able to be listed with 1s. As they are

restored from the metadata archive, the namespace eventually completes. While the archive is being
reloaded, if an application accesses a file with a full path, that part of the namespace is replaced on-
demand. When “Metadata-restore: restore complete” appears in the cvlog, all files are visible and
available.

For StorNext releases prior to StorNext 6, use the following procedure to move a metadata/journal stripe
group from a source LUN to a destination LUN.

1.
2.
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Stop the File System Manager (FSM) for the file system.

If your StorNext configuration includes a failover environment, you must shut down any standby FSMs
that would start when you shut down the primary FSM. The movement procedure will not complete
successfully unless all FSMs are shut down.

Caution: If you do not shut down standby FSMs, file system corruption or data loss could occur.
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3. (Optional) Run the cvfsck command on the file system. See Check the File System on page 154.

4. Run sndiskmove <source-LUN-Llabel-name> <destination-LUN-label -name>, where
<source-LUN-Label -name> is the source stripe group from which the move starts, and
destination-LUN-label -name is the destination stripe group to which you want to move data.

During the move process StorNext appends “. 01d” to the source stripe group name. This is to avoid
confusion because the destination stripe group is given the same name as the original stripe group.
Both stripe group names remain in the configuration file.

For example:
source-LUN-Label -name (the original stripe group name) becomes source-LUN-Label -name.old
destination-LUN-label -name (the new stripe group name) becomes source-LUN- Label -name

(the same name as the original stripe group)

o Note: When you run sndiskmove, it could take a considerable amount of time to copy the data
between disks, depending on disk size and performance.

5. Only if your system includes a standby FSM: After you run sndiskmove, rescan the disks on the
standby FSM’s host by running cvadmin -e 'disks refresh'.Youmustruncvadmin -e 'disks
refresh' on all systems on which you have a configured FSM for the file system involved in the move.

6. Restartthe FSM.
7. Onlyif your system includes a standby FSM: Restart the standby FSM.

Check File System

Before you perform either File System Expansion or Migration, you must first perform a check on the file
system you plan to use for these features. This operation could take a significant amount of time depending
on the size of the file system, so plan accordingly.

Also, this operation could consume a significant amount of space on the local file system. For example, for
large file systems you should allow at least 20GB of free space on the local file system for temporary files.

Certain file system maintenance tasks require an amount of free-unused disk space to allow the operation to
be completed. For example these maintenance tasks could include:

« Repairing the file system using the command, cvfsck; space used for this can be specific on an alternate
file system.

o The command, cvfsck, uses a combination of scratch storage space and in memory caching to
optimize its operation. The location of the scratch storage can be controlled using the option, -T
directory. The option, -T directory, specifies the directory where all temporary files created by
cvfsck are placed. If this option is omitted, then all temporary files are placed in the system's default
temporary folder.

ﬂ Note: The command, cvfsck, does honor the use of TMPDIR/TEMP environment variables.
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o The command, cvfsck, attempts to estimate the amount of space it consumes based on the amount of
metadata in the file system, and checks the amount of available space at the designated location. If
there is less than the estimated amount, then a warning is issued and you are asked if you wish to
proceed or specify a different location.

o The command, cvfsck, does not require free space in the actual file system, unless it is repairing
damage which requires reconnecting inodes to the file system. This may require an amount of
available metadata space to complete successfully.

« Defragmentation operations also require additional space.
« Data migration operations also require space.

Quantum recommends a small percentage of the file system in question should be kept free. Running at
high levels of capacity may induce additional levels of fragmentation.

For pre-StorNext 5 file systems, Quantum strongly recommends you upgrade, as you may need additional
space for these maintenance operations and upgrades.

For more information about file system expansion, refer to the StorNext online help.
There are two ways to check file systems:
» Checking while the file system is offline
« Checking while the file system is active

When the file system is offline, you can run the check in either traditional mode or read-only mode. Read-
only mode typically completes faster, but is not as thorough.

When the file system is active, you must run the check in read-only mode. The advantage of this method is
that you don’t have to take the file system offline to run the check.

0 Note: Running a check on an active file system could result in false errors which occur because you
are running the check while the file system is still running.

Whenever you run the check in read-only mode, Quantum strongly recommends also running the Recover
Journal step before you check the file system. Running Recover Journal ensures that all operations have
been committed to disk, and that the metadata state is up to date.

Regardless of which method you choose to check the file system, you should plan carefully when to run afile
system check and plan accordingly.

Perform A File System Check

Use the following procedure to perform a file system check.

0 Note: If you plan to run the check while the file system is offline, before you begin the following
procedure you should first stop that file system as described in the StorNext online help.

1. Onthe Tools menu, click File Systems, and then click Check File System. The Tools > Check >
[file system name] page appears.
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Quantum f @ Logoif

Configuration  Tools  Service Reports  Help

File System  Storage Manager  Tickets (22 open) Admin Alerts (20) Primary  Secondary

9, Tools > File Systems > Check File System > snfs1 (2]
Temp File Directory [/usr/adic/tomcatitemp
Run Mount File System Mount Point Total Used Free

® Q Active Q Mounted snfs1 Istomnext/snfs1 26172378 28TB 258922 TB
QO @ Active @ Mounted shared-5V1512CKD 10803 ‘usrfadic/HAM/shared 2134 7TB 106 GB 2124TB

o - Rows 2

Check File System Start Time End Time Status
(Table is empty)
[ Deteie At | Refresn ] Rows:0

2. Atthe Temp File Directory field, enter a new directory if the specified directory does not have enough
space to perform the check. The checking process on large file systems can take hundreds of
megabytes or more of local system disk space for working files.

Select the file system you want to check.

4. Ifyou plan to run the check in read-only mode, Quantum recommends running Recover Journal by
clicking Recover Journal. WWhen a message asks you to confirm that you want to run Recover Journal,
click Yes to proceed or No to abort.

5. Do one of the following:

« Ifthe file system you want to check is active, click Check Read-Only to check the file system in read-
only mode.

« Ifthe file system you want to check is offline, click Check to check the file system in “regular” mode,
or Check Read-Only to check in read-only mode.

View and Delete a Check Report

After you have run at least one file system check, information about the process appears at the bottom of the
screen: file system name, the time the check was initiated and completed, and the status of the check. To
view details about a specific check, select the desired check at the bottom of the screen and then click
Report. When you are finished viewing the report, click Done to return to the previous screen.
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Quantum At @ Logoif

CUHWQUTBUUH Tools Service REDUHS HE\p
File System  Storage Manager  Tickets (22 open)  Admin Alerts (20) Primary  Secondary

‘)\ Tools > File Systems > Check File System > snfs1 o

Temp File Directory |{usr/adic/tomcat/temp ¥

Run Mount File System Mount Point Total Used Free
©® @ Active @ Mounted snfs1 Istomext/snfs1 261.723TB 2878 268,922 TB
O| @ Active © Mounted shared- fustiadic/HAM/shared 2134 1B 10.6 GB 2124TB
[ Reresn 2 Rows: 2
Check File System start Time End Time Status
(Table is empty)
[ oeiee | eresn | Rows: 0

To delete a check report from the list, select the check you want to delete and then click Delete. To delete all
previously run checks listed, click Delete All.

File System Check Output Files

If you do not want to use StorNext to view output from the file system check, you can view output in two files:

File Example

/usr/cvfs/data/<fsname>/trace/cvfsck- /usr/cvfs/data/snfsl/trace/cvfsck-02_
<timestamp> 22 _2010-12_15_19
/usr/adic/gui/logs/jobs/CHECK_FS- /usr/adic/gui/logs/jobs/CHECK_FS-
<timestamp>-<jobid> 20100222_121519-77

Affinities

This section describes StorNext’s “stripe group affinity” feature, and also provides some common use cases.
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Term Definition

Stripe Group A collection of LUNSs (typically disks or arrays) across which data is striped. Each stripe group
also has a number of associated attributes, including affinity and exclusivity.

Affinity Used to steer the allocation of afile’s data onto a set of stripe groups. Affinities are referenced
by their name, which may be up to eight characters long. An affinity may be assigned to a set
of stripe groups, representing a named pool of space, and to a file or directory, representing the
logical point in the file system and directing the storage to use the designated pool. Each stripe
group can have zero, one, or more affinities, and a file or directory can have zero or one
affinities associated with it. The default behavior is for stripe groups and files to have no
affinities.

Exclusivity Defines a stripe group that has one or more affinities and the exclusive attribute set to

true, and can have its space allocated only by files with one of the associated affinities. Files
without a matching affinity or with no affinity cannot allocate space from an exclusive stripe

group.

Files with an affinity, exclusive or not, cannot be stored on stripe groups without that affinity. If all the stripe
groups for an affinity become filled, no more files with said affinity can be stored, even if there are stripe
groups with no affinity at all. This is independent of exclusivity.

Files with no affinity can be stored on stripe groups with affinities and available space without the
exclusive=true attribute or on stripe groups with no affinities at all.

Turning on exclusivity can cause allocation failures for files with no affinity when there is space left on a stripe
group. It does not affect allocation failures for files with an affinity, except indirectly by keeping the non-
affinity files out of the way and thereby reserving the space just for affinity allocations.

Affinities for stripe groups are defined in the file system configuration file. A stripe group may have multiple
affinities, and an affinity may be assigned to multiple stripe groups.

Auto Affinities

Auto Affinities designate the affinity (stripe group[s]) to which allocations will be targeted for all files on the
file system whose name has the specified file extension.

See the StorNext Online Help for more details on how to configure Auto Affinities using the GUI.

Affinity Preference

Affinity Preference allows files of a particular affinity to have their allocations placed on other available
stripe groups (with non-exclusive affinities) when the stripe groups of their assigned affinity do not have
sufficient space. Otherwise, allocation attempts will fail with an out-of-space error.

See the StorNext Online Help for more details on how to configure Affinity Preference using the GUI.
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Allocation Strategy

StorNext has multiple allocation strategies which can be set at the file system level. These strategies control
where a new file’s first blocks will be allocated. Affinities modify this behavior in two ways:

« Afile with an affinity will be allocated only on a stripe group with matching affinity.

« A stripe group with an affinity and the exclusive attribute will be used only for allocations by files with
matching affinity.

Once afile has been created, StorNext attempts to keep all of its data on the same stripe group. If there is no
more space on that stripe group, data may be allocated from another stripe group. If the file has an affinity,
only stripe groups with that affinity will be considered; if all stripe groups with that affinity are full, new space
may not be allocated for the file, even if other stripe groups are available.

Example Use Cases
Affinities can be used to segregate audio and video files onto their own stripe groups. For example:
« Create one or more stripe groups with an AUDIO affinity and the exclusive attribute.

« Create one or more stripe groups with a VIDEO affinity and the exclusive attribute.

« Create one or more stripe groups with no affinity (for non-audio, non-video files).

« Create a directory for audio using ‘cvmkdir -k AUDIO audio’.

« Create a directory for video using ‘cvmkdir -k VIDEO video’.

Files created within the audio directory will reside only on the AUDIO stripe group. (If this stripe group fills,
no more audio files can be created.)

Files created within the video directory will reside only on the VIDEO stripe group. (If this stripe group fills, no
more video files can be created.)

To reserve high-speed disk for critical files:
« Create a stripe group with a FAST affinity and the exclusive attribute.
« Label the critical files or directories with the FAST affinity.

The disadvantage here is that the critical files are restricted to only using the fast disk. If the fast disk fills up,
the files will not have space allocated on slow disks.

To reserve high-speed disk for critical files, but allow them to grow onto slow disks:
« Create a stripe group with a FAST affinity and the exclusive attribute.

« Create all of the critical files, pre allocating at least one block of space, with the FAST affinity. (Or move
them using snfsdefrag, after ensuring they are non-empty.)

0 Note: Beginning with StorNext 6, use the sgoffload command instead of the snfsdefrag
command. The sgoffload command moves extents belonging to files that are currently in use
(open). The sgoffload command also informs the client to suspend I/O for a time, moves the data,
then informs the client to refresh the location of the data and resume 1/O.

Remove the FAST affinity from the critical files.
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Because files will allocate from their existing stripe group, even if they no longer have a matching affinity, the
critical files will continue to grow on the FAST stripe group. Once this stripe group is full, they can allocate
space from other stripe groups, since they do not have an affinity.

This will not work if critical files may be created later, unless there is a process to move them to the FAST
stripe group, or an affinity is set on the critical files by inheritance but removed after their first allocation (to
allow them to grow onto non-FAST groups).

Add a New Affinity

Follow this procedure to add an affinity.

1. Onthe Tools menu, click File Systems, and then click Affinities. The Tools > File Systems >
Affinities page appears.

Quantum. ft @ Logoff
Configuration  Teols ~ Service Reports  Help
dmin
File System Storage Manager ~Tickets (22 open) ~Admin Alerts (20) Primary  Secondary
"\ Tools = File Systems > Affinities 2]
Affinity + File System
No Affinities have been configured
(o] Rows: 0

2. Click New. The New Affinity page appears.
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Quantum f @ Logoif
Configuration  Tools  Service  Reports  Help
dmin
File System  Storage Manager  Tickets (22 open) Admin Alerts (20) Primary  Secondary
9, Tools > File Systems > Affinities (2]
Affinity
Affinity
File Systems [snfs1

At the Affinity field, enter the name of the new affinity.
Atthe File Systems field, select the file system to which you want to associate the new affinity.

Click Apply to create the affinity.

o gk~ w

When a message notifies you that the affinity was successfully created, click OK to continue.

Delete an Affinity

Follow this procedure to delete an affinity.

1. Onthe Tools menu, click File Systems, and then click Affinities. The Tools > File Systems >
Affinities page appears.

Select the affinity you want to delete.
Click Delete.

When asked to confirm the deletion, click Yes to proceed or No to abort.

o & 0D

When a message notifies you that the affinity was successfully deleted, click OK to continue.

Migrate Data

You can migrate file system data to move data files from a file system’s source stripe group to another stripe
group on the same file system. This process allows the source stripe group to become available so that it can
be removed from the file system.
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To access the Migrate Data page on the GUI, on the Tools menu, click File Systems, and then click
Migrate Data.

StorNext /57

A @ Logoff
Configuration  Tools ~ Service Reports  Help
admit
File System Storage Manager Tickets (6 open) Primary Secon dary
9y Tools> File Systems > Migrate Data [2]
Active Mountes d File Systs Size Migration
O @ Active @ Mounted shared 63.990 GiB
O @ Active @ wounted managedfs 511.936 Gig
Stripe Group Total Si Reserve: d Size Fi Si Utilizatios
(Table is empty)

You can migrate a User Data stripe group or a Metadata/Journal Data stripe group.

« Tomigrate a Metadata/Journal Data stripe group, see Migrate Metadata and Journal Data below.

0 Note: When you migrate a metadata stripe group to a new disk, the overall metadata size remains
the same despite the size of the target disks. In order to add more metadata capacity, add a new
metadata stripe group (see Add a Stripe Group Without Migrating on page 155).

« Tomigrate a User Data stripe group, see Migrate User Data on page 169.

0 Note: When you migrate a User Data stripe group, the files are moved randomly to a new stripe
group while respecting their affinity rules (if any). When migrating, make sure the source stripe
group is completely empty when the process completes, because source files that are updated
while the file system is running may be left behind, requiring a second iteration of the migration.

The time it takes to complete the migration process depends on the amount of data being moved between
source file system and destination stripe groups. When moving a data stripe group, the file system continues
to run during the move. StorNext does not block any new read/write requests, or block updates to existing
files on the source file system. All operations (including metadata operations) are handled normally, but no
new writes are allowed to the source stripe group, which will be marked read-only.

@ Note: Onlarge disks, the migration process may take some time since all of the blocks on the disks are
copied, regardless of the amount of data on the disks.

Migrate Metadata and Journal Data

Do the following to migrate Metadata and Journal Data using the GUI.
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On the Tools menu, click File Systems, and then click Migrate Data. The Tools > File Systems >
Migrate Data page appears.

2. Click aFile System.

StorNext {5

Configuration  Teols Service Reporis  Help

File System Storage Manager Tickets (6 open)

9y, Tools> File Systems > Migrate Data > managedfs

Active

Mounted File System Size Wigration
0|@ Active © Mounted shared 63.990 GiB
® @ Active © Mounted managedfs 511.936 Gig
[ oore ] Rows 2
stripe Group Total Size Reserved Size Utilization
@© sg0 (Meta, Irnl) 31.94 GiB 0B 31.86 GiB 0.23%
O|sgl (user) 511.94 GiB. 4.13 GiB 507.80 GiB. 0%
StorNext #67 A © Logoff
Configuration  Tools  Service  Reports  Help
admin
File System Storage Manager Tickets (6 open) Primary Secondary
9y, Tools> File Systems > Migrate Data > managedfs [~]
Choose Disk to Migrate From
Order Label ~ Size Stripe Breadth RAID Controller Device Path Assigned To
O 0] | cvisbisk_sanaged_neta 31.94 GiB default /dev/sdc wanagedfs: sg0
Choose Disk to Migrate To
Label < Size Stripe Breadth RAID Controller Device Path Assigned To

Click a Metadata/Journal stripe group in the File System to migrate.

f @ Logof

admin
Primary Secondary

* Required Field

5. Click a disk from the Choose Disk to Migrate From table.
6. Click adisk fromthe Choose Disk to Migrate To table.
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7. Click Migrate. The following occurs:
a. The file system stops and is unmounted.
b. The GUI executes the command sndiskmove.
Caution: You can only use the sndiskmove command if both the source and destination
LUNSs have EFl labels. VTOC labels are not supported in StorNext 6. Use the special CLI
command /usr/cvfs/bin/cvlabel_compat_5 to convert VTOC labels to EFI labels before

attempting to use sndiskmove. The cvlabel_compat_5 command is a StorNext 5 version of
cvlabel that supports the conversion of VTOC to EFl labels.

Caution: The command, sndiskmove, only works on disks or LUNs of the same size. For
instance, if the destination LUN is smaller than the source LUN, then the command fails.
However, if the destination LUN is larger than the source, then the additional capacity is
ignored.

c. The source disk/LUN is relabeled to $LABEL .01d.
d. The destination disk/LUN is relabeled to $ LABEL.
8. Click Refresh to manually update the status.

9. When this migration task is completed, start and mount the file system using the GUI.

Migrate User Data

Do the following to migrate User Data using the GUI.

User Data migration runs faster as only areas containing files are processed. Since the file system is still
running, it may take several iterations to complete if any clients have open files while the snfsdefrag
command is executing.

0 Note: Beginning with StorNext 6, use the sgoffload command instead of the snfsdefrag
command. The sgoffload command moves extents belonging to files that are currently in use (open).
The sgoffload command also informs the client to suspend 1/O for a time, moves the data, then
informs the client to refresh the location of the data and resume /0.

The migration process moves the data from the source stripe group to an available user data disk.

@ Note: Iffiles are not moved due to open file handles, repeat Step 1 through Step 4.

1. Onthe Tools menu, click File Systems, and then click Migrate Data. The Tools > File Systems >
Migrate Data page appears.

2. Click aFile System.

3. Clicka User Data stripe group in the File System to migrate.
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4. Click Migrate.... The following occurs:
« The source stripe groups are set to read-only.

« The GUI executes the command snfsdefrag.

. 0 Note: Beginning with StorNext 6, use the sgoffload command instead of the snfsdefrag
command. The sgoffload command moves extents belonging to files that are currently in use
(open). The sgoffload command also informs the client to suspend I/O for a time, moves the
data, then informs the client to refresh the location of the data and resume 1/O.

« Progressis reported as percent complete.

Caution: This particular function does not provide a confirmation message, so be absolutely sure
you want to migrate data from the selected stripe groups before you click Migrate.

5. Click Refresh to manually update the status.
6. If necessary, repeat Step 1 through Step 4 until all the files are migrated off of the source stripe group.

7. (Optional) If you want to re-use the empty source stripe group, edit the file system and mark the source
stripe group as read-write.

Caution: You cannot use the GUI to migrate a stripe group that contains both Metadata/Journal Data
and User Data. Contact Quantum Professional Services to discuss a workaround.

0 Note: Quantum recommends you keep User Data and Metadata on separate stripe groups for
performance reasons and to allow for stripe group migration using the GUI.
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Stripe Group Actions

On the Stripe Group Actions page, you can manage and perform tasks on stripe groups. The stripe group
management utilities allow you to perform various tasks related to stripe groups while the file system is
active and in use by clients and their applications. You can add, delete, suspend, resume, offload, and
defragment stripe groups.

You can also control the allocation state of a stripe group by enabling or disabling space allocation. When
using thin-provisioned storage, the size of the LUNs in a stripe group may be increased. Finally, a stripe
group can be deleted, which makes it vacant and available for re-use. This can be especially useful for file
systems that have stripe groups that have been suspended or offloaded (the suspended or offloaded stripe
group must be empty).

i)

i)

i)

Note: Performing stripe group tasks requires that the file system be active on the primary node of an
HA pair, if HA is configured. If the file system is active on the secondary, switch the file system to the
primary.

Note: The offload, defrag, and delete tasks require that the global configuration variable
metadataArchive is enabled. If this change needs to be made, the file system must be stopped and
restarted for the change to take effect. Wait for the metadata archive database rebuild to complete by
monitoring the status with the cvadmin subcommand mdarchive status.

Note: Depending on the size of the file system, certain tasks could take some time to complete. You
may need to plan accordingly.

View a File System's Stripe Groups

1.

On the Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

Click a File System. The Stripe Group table displays the selected file system's current stripe groups
and their respective properties (Stripe Group name, Total Size, Reserved Size, Free Size, and
Utilization).

3. (Optional) Click Refresh to manually refresh the data in the table.

(Optional) Click Done to exit and navigate to the Home page.

Add a Stripe Group

1.

On the Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

Click a File System.

3. Click Add Stripe Group.... A new page appears, where you can add the stripe group and configure its

attributes, which are listed in the following table.
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Parameter Description
Stripe Group Enter the name of the stripe group .

Stripe Breadth Set the stripe breadth value in bytes. If KiB ,MiB, GiB is appended to the value, the
value is in kibibyte, mebibyte or gibibyte units.

Affinities Select the affinities to add to the stripe group.
Exclusive Specify whether the new stripe group affinities should be exclusive.
Read Enabled Specify whether reads should be enabled.

Write Enabled Specify whether writes should be enabled.

Allocation Specify whether allocations should be initially allowed.

Allowed

User Data Specify whether the stripe group allows user data allocations.

Allocation

Metadata Specify whether the stripe group allows metadata allocations.

Allocation

Skip All thin provisioned disks found are trimmed (unmapped) by default as part of adding a
trim/unmap stripe group to this file system. Select the Skip trim/unmap check box to disable the

trim operation for thin provisioned disks.

0 Note: The trim operation can take several minutes depending on the mappings
present in the storage array. Contact Quantum Technical Support for additional
assistance.

Disk Select the disks to add to the stripe group.

4. Click Add to confirm your changes, or click Cancel Add to return to the previous page. If you click Add,
a confirmation dialog box appears.

« Click Yes to confirm you want to add the stripe group, or click No to cancel the task and return to the
previous page. If you click Yes, the stripe group is added to the selected file system and appears in
the stripe group table.

Delete a Stripe Group

This task allows you to delete a data stripe group.

WARNING: You can only delete a stripe group if it contains no user data. If you delete a stripe group that only
contains user data, the disk LUNs are actually removed from the configuration and the stripe group is marked
VACANT. For a shared metadata/user data stripe group, the stripe group is marked EXCLUSIVE and can only
be used for metadata allocation. For file system clients prior to StorNext 5.4.0, unmount the file system prior to
the delete, and then re-mount after.
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1. Onthe Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

2. Click aFile System.
3. Click a Stripe Group.
4. Click Delete. A confirmation dialog box appears.

« Click Yes to confirm you want to delete the stripe group, or click No to cancel the task and return to
the previous page. If you click Yes, the selected stripe group is removed from the file system stripe
group table.

Suspend a Stripe Group

This task allows you to suspend any new space allocations to a given data stripe group. While writes will be
allocated on other data stripe groups, reads will continue on the selected stripe group. The reported in-use
space reflects the loss of allocatable blocks from the selected stripe group.

1. Onthe Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

2. Click aFile System.
3. Click a Stripe Group.
4. Click Suspend. A confirmation dialog box appears.

« Click Yes to confirm you want to suspend the stripe group, or click No to cancel the task and return to
the previous page. If you click Yes, the selected stripe group is suspended.

Resume a Stripe Group

This task allows you to resume new space allocations on a data stripe group. Writes will now be allocated on
the selected group. The in-use percentage of space will now be decreased as blocks are made available for
allocation.

1. Onthe Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

2. Click aFile System.
3. Click a Stripe Group that has been suspended.
4. Click Resume. A confirmation dialog box appears.

« Click Yes to confirm you want to resume the stripe group, or click No to cancel the task and return to
the previous page. If you click Yes, the selected stripe group is resumed.

Offload a Stripe Group

This task allows you to move data off of one data stripe group onto another stripe group.
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1. Onthe Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

Click a File System.
Select a Stripe Group.
Click Offload.... A new page appears.

Select the Target Stripe Group from the menu.

o gk~ w N

(Optional) Click Vacate on move to vacate the stripe group after data is moved, and to allow
reads/writes to continue from a different stripe group in a file system.

« Ifthe offloaded stripe group is a shared metadata/user data stripe group, it is made EXCLUSIVE for
metadata allocations only.

« Ifthe stripe group is a shared journal/user data stripe group, it is made EXCLUSIVE for journal only.

« Ifthe stripe group is only used for user data, the disk LUNs are removed from the configuration and
the stripe group is marked VACANT.

« A stripe group that is marked as DOWN may also be vacated using this task. A vacant stripe group
can be re-used using the sgadd command.

7. Click Offload to perform the offload operation, or click Cancel Offload to cancel and return to the
previous page. If you click Offload, a confirmation dialog box appears.

« Click Yes to confirm you want to offload the stripe group, or click No to cancel the task and return to
the previous page. If you click Yes, the selected stripe group is offloaded.

Defragment a Stripe Group

This task allows you to reduce the amount of free space fragmentation in a stripe group through a process
called defragmentation. For each file that contains extents on the stripe group, the list of all extents for that
file (which may be scattered in different data areas) is retrieved from the metadata archive database. These
extents are then re-allocated so that data is contiguous across all stripe groups or on the same stripe group.

Defragmentation creates fewer larger blocks of free space and often results in fewer larger data extents on
the files it operates on. This generally results in better performance for the file system. For additional
information, see the snfsdefrag(1) command in the Man Pages Reference Guide.

0 Note: The snfsdefrag(1) command defragments files instead of stripe groups.

Also see the cvfsck(8) command in the Man Pages Reference Guide for information regarding the current
state of free space fragmentation in a stripe group.

Important Considerations

When re-allocating space, the new blocks are, by default, allocated at the end of a stripe group.
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This behavior can be changed to use the allocator’s default algorithms for extent placement.

This may be at the start of the stripe group but can be influenced by other factors such as best fit or
allocation session reservation. If the only available space is at the end of the stripe group, the allocator
will place the new extents here.

The placement of file extents affects the performance of writes and reads on traditional spinning disks.
Because the speed of the disk is greater on the outside tracks, writes and reads to and from blocks
allocated here will outperform writes and reads to and from blocks on the innermost tracks.

In some cases, it may be useful to defragment to free up higher-performance blocks taken by older
files and leave the new free space available for newly created files.

There is no performance difference when a Solid State Device (SSD) is used to hold file dataon a
stripe group.

On the Tools menu, click File Systems, and then click Stripe Group Actions. The Tools > File
Systems > Stripe Group Actions page appears.

Click a File System.

Select a Stripe Group.

Click Defrag.... A new page appears.

In the Block Selection field, click one of the following options:

« Move 50% of used blocks: This option moves half of the used blocks, which is the default.
« Move all used blocks: This option moves all of the used blocks.

« Custom: This option allows you to enter a specific block count. In the Blocks to move field, specify
the number of blocks to move.

(Optional) For the Allocate at the end option, specify if new allocations should be made at the end of
the stripe group. The default is that new allocations are made at the end of the stripe group.

(Optional) For the Keep allocations option, specify if you want to keep the allocations on the same
stripe group.

(Optional) For the Allocate smallest possible pieces option, specify if you want to allocate the
smallest possible pieces.

Click Defrag to perform the task, or click Cancel Defrag to cancel the task and return to the previous
page. If you click Defrag, a confirmation dialog box appears.

« Click Yes to confirm you want to offload the stripe group, or click No to cancel the task and return to
the previous page. If you click Yes, the selected stripe group is defragmented.
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Truncation Parameters

This page enables you to view or change the following information pertinent to the truncation feature as it
pertains to StorNext Storage Manager:

@ Note: This page pertains ONLY to truncation for StorNext Storage Manager users. It does not apply to
deduplication or other StorNext features.

Parameter Description

Run Indicates the current status of the truncation feature (Active or Disabled).
Mount Indicates whether the file system is currently mounted.

File System Displays the name of the truncation-enabled file system.

Mount Point Shows the mount point for the truncation-enabled file system

Truncation Parameters Shows the current truncation setting, such as Time-based 75%.

Update Truncation Parameters

1. Onthe Tools menu, click File Systems, and then click Truncation Parameters.

2. Click the line containing the file system whose truncation parameters you want to change. Parameters
appear at the bottom of the page. As desired, update any of the following fields:

Parameter Description

File System Displays the name of the truncation-enabled file system.

Low Water Enter the percentage of occupied disk space a file system must reach before StorNext
(%) stops applying truncation.

High Water Enter the percentage of occupied disk space a file system must reach before StorNext
(%) starts applying truncation.

Enable Min Click to enable or disable the use of the percentage value specified in the Minimum

Use Usage (%) field.

Minimum Enter the usage percentage at which the file system must be before truncation starts
Usage (%) taking place on the file system. This parameter is used so that files are not truncated if the

file system is not at least this full.
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Parameter Description

Enable Space-
based
Truncation

Click to enable or disable spaced-based truncation for the selected file system.
o Note: If you disable space-based truncation, then the managed file system might fill

up; if there are no manual deletions or truncation (fsrmcopy) operations occurring,
then this will likely be the case. Also, note that another side effect of disabling
truncation is that tracking of truncation candidates is disabled. If/when the feature is
enabled, then there is a time and an expense associated with rebuilding the
truncation candidate list. To completely rebuild the list, you must manually rebuild
the policy. For example, by executing the following command:

fspolicy -b -C -y <mount_point>

Space Based Truncation

With space based truncation, when the file system hits the high water mark
(defined in /usr/adic/TSM/config/filesystems) , Storage manager truncates
down to the low water mark based upon the truncation minimum time of the files
and using the oldest files first.

If the file system hits nospace, then Storage Manager truncates the largest files
ignoring the minimum time to try and get this down as quickly as possible.

Time Based Truncation

With time based truncation, there is a policy that runs nightly that truncates down
to the min Use setting in the file system's file. This policy truncates the oldest
files first of files that meet the truncation minimum time, similar to the space
spaced non-emergency policy.

It does not truncate all of the files, just down to min Use. If you want all of the
files truncated, then you can set min Use to zero.

o Note: If it helps, you can examine the comments at the top of the
lusr/adic/TSM/config/filesystems file. Also, see the fsaddclass and
fsmodclass commands in the StorNext 6 Man Pages Reference Guide.

3. Click Apply to save your changes.

4. When a confirmation message appears, click Yes to continue or No to abort without saving.

@ Note: When you save changes to truncation parameters, the StorNext Policy Manager must be
restarted. This process could take several minutes, so plan accordingly.

5. Click Done when you are finished viewing or changing truncation parameters.
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Manage Quotas

@ Note: The information below assumes you have the Quotas feature enabled on your file system(s).
See Quotas in Configuration Parameters > Features Tab on page 59.

The quota system provides a means for limiting the amount of disk storage consumed within a designated
directory hierarchy. Disk-block allocations can be less than the file size if the file is sparse, or more if the file
system has allocated extra sequential blocks for the efficiency of anticipated future writes.

WARNING: If you enable quotas on an existing file system, the file system becomes unavailable while
the changes are applied.

This page offers the following functionality:
« You can view, edit, delete or configure new quota values as it pertains to the StorNext file system.

The table on this page allows you to view the following quota values:

Quota Property Description

Directory Namespace Specifies the file system and directory name.

Soft Limit Specifies the soft limit quota value configured on the system. The Soft
Limit is the maximum amount of available usage. You are warned upon
reaching the Soft Limit quota value.

Usage (Relative to Soft Limit) Specifies the percent (%) usage relative to the Soft Limit quota value on
the system.
Hard Limit Specifies the hard limit quota value configured on the system. The Hard

Limit quota value is the absolute amount of available usage. You cannot
go beyond the Hard Limit quota value.

Total Grace Period Specifies the total grace period configured on the system. The Total
Grace Period is used when you have exceeded the Soft Limit quota
value, but are still under the Hard Limit quota value. As soon as the Soft
Limit quota value has been exceeded, you have the configured Total
Grace Period amount of time to free up space to return your usage under
the Soft Limit quota value.

Grace Period Remaining Specifies the grace period remaining on the system. The Grace Period
Remaining is the amount of time remaining to free up space to return
your usage under the Soft Limit quota value.

Number of Files Specifies the number of files on the system.
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Edit Current Quota Values for a Specified File System

1.
2.

Select the Directory Namespace whose quota values you want to edit.
Click Edit....

« Configure the following quota value properties:

« Inthe Hard Limit field, input a numeric value (decimal values are allowed), and then select the unit
of measure from the drop-down.

« Inthe Soft Limit field, input a numeric value (decimal values are allowed), and then select the unit of
measure from the drop-down.

« Inthe Time Limit field, input a numeric value (decimal values are allowed), and then select the unit
of measure from the drop-down.

Click Update to confirm and save your selection, or click Cancel to abort and return to the Manage
Quotas page.

Configure New Quota Values for a Specified File System

1.
2.

Click New....
Configure the following quota value properties:

« Inthe Hard Limit field, input a numeric value (decimal values are allowed), and then select the unit
of measure from the drop-down.

« Inthe Soft Limit field, input a numeric value (decimal values are allowed), and then select the unit of
measure from the drop-down.

« Inthe Time Limit field, input a numeric value (decimal values are allowed), and then select the unit
of measure from the drop-down.

« Forthe Namespace, select the file system from the drop-down, and then select a directory
underneath the Directory Name heading.

Click Create to create a new directory namespace with the specified quota values, or click Cancel to
abort and return to the Manage Quotas page.

Delete a Configured Quota Value

1.
2,
3.
4.

Select the Directory Namespace whose quota values you want to delete.
Click Delete....
When asked to confirm the deletion of the configured quota value, click Yes to proceed or No to abort.

When a message notifies you that the quota was successfully deleted, click OK to continue.

Refresh the Configured Quota Values
Click Refresh.
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0 Note: In addition to a file system quota, you can also configure a user quota or a group quota. To
configure a user quota or a group quota, use the snquota command (see snquotain the StorNext 6
Man Pages Reference Guide). If you are running a Windows MDC, you can configure quotas using the
Server Administration Utility (see The Server Administration Utility and Quota Properties).

Rename a Standalone (unmanaged) StorNext
File System

Use the following procedure to change the name of a StorNext file system:

o Note: This procedure is only for StorNext file systems that do not have the Tertiary Storage Manager
(TSM) component installed.

1. Unmount the file system from all the client systems using it.

2. Stop the file system in cvadmin.

3. Run cvfsck with the following parameters, where file_system_name is the actual name of your file
system:

cvfsck -j file_system_name

cvfsck -n file system_name

Make sure that cvfsck says that the file systemis clean.

4. Do one of the following:
a. *If cvfsck detects nofile system errors, go to the next step.

b. *If cvfsck detects file system errors, run it in a "fix" mode.

cvfsck file system_name

5. Rename the file system using cvupdatefs.

a. Non-HA mode:

cvupdatefs -R new file system name old file system name

b. HA mode:
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7.
8.

In order to rename the data directory on the secondary you need to manually do that before using
cvupdatefs on the primary. By default, these directories reside in the /usr/cvfs/data directory
on UNIX systems and in the C: \SNFS\data folder on Windows systems. If you do not rename the
data directory on the secondary, it will be left as is, and the HA sync process will create a new data
directory with the new file system name.

After renaming the data directory on the secondary, on the primary use the cvupdatefs
command:

cvupdatefs -R new_file_system_name old_file_system_name

The HA sync process will propagate the change to the secondary.

. Manual HA mode:

In manual HA mode you need to run the same cvupdatefs command first on the primary, and
then on the secondary:

cvupdatefs -R new file system name old file system name

Make adjustments to the /etc/vstab and /etc/fstab files, as well as in the Windows StorNext User
Interface to reflect the new file system name on all the systems involved.

Start the file system, and make it active (cvadmin).

Mount the file system.

For more information, see the cvupdatefs man page.

File System History

The Metadata Archive History feature enables the Metadata Archive subsystem of StorNext's FSM to keep
track of past versions of the file system's metadata. This allows you to perform queries about the former
state of the file system.

There are three tools you can use to perform the queries:

Tool Description

snhistory This tool lets you query for the history of file system activity that has occurred between two

given points of time.

snaudit This tool allows an administrator to query and discover which machines and users performed

modifications or /O to a file.

snrecover This tool uses afile system's currently active metadata archive to recover recently deleted files.
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For additional information, see the snhistory, snaudit, and snrecover commands in the StorNext Man

Pages Reference Guide.

StorNext File System Thin Provisioned

Capabilities

With thin provisioned storage, you may need the ability to unmap space on storage. For example, if the
space is over-provisioned and shared by multiple devices, it could be “over-allocated” and writes to the
storage fail, even though the storage and corresponding file system claim there is available space. This

usually occurs when the actual storage space is completely mapped; the storage maps the space when it is
written and it is never unmapped without intervention by the file system or the administrator. When files are

removed, the space is not unmapped by StorNext versions prior to StorNext 6.

StorNext 6 provides two file system level mechanisms that unmap free space in the file system

@ Note: This functionality is available on Linux MDCs and with the QXS series storage. Quantum
recommends you not over-provision your StorNext volumes.

Introduction

Having the array manage the allocation and mapping of the blocks onto the physical storage is commonly

known as thin-provisioning. On a new thin-provisioned volume all the blocks (LBAs — Logical Block

Addresses) are unmapped and unallocated. Only when an LBA or LBA range is first written, is it allocated

and mapped. The allocation and mapping is done in 4 MiByte pages.
Thin-provisioning can offer some advantages:
« Ifadrive fails and is replaced, the array need only reconstruct mapped LBAs.

« Volumes do not have to be statically carved from underlying RAID groups and can be dynamically
expanded.

« Volumes can be over-provisioned.
« Array utilities like volume copy and snapshots can be more efficient.
« Volumes can be dynamically expanded.

Thin-provisioning also has some disadvantages:

« The array mapping mechanism does not know when the file system deletes blocks so an unmap or trim

operation has to be done to free mapped/allocated blocks.

« Because the array handles the allocation, it essentially nullifies any optimizations that the StorNext
allocator has made.

« Allvolumes in a storage pool are allocated on a first write basis so a checkerboard allocation among
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streams is assured.

« Performance is inconsistent.

At File System Creation

Beginning with StorNext 6, the cvmkfs command automatically detects if the LUNs in each Stripe Group
(SG) are thin provisioned and QXS series devices. This is done for all the SGs so the MDC needs to have
access to all of the storage configured in the file system to do the thin provisioned work.

The storage is notified that all of the file system free space is now available on each LUN. So, if the LUN has
previously been written to and thereby contained mappings, these are all “unmapped” allowing the storage
that was consumed to be available to other devices. The metadata and journal are written to so they are
either re-mapped or left mapped during the run of the cvmkfs command. If the command is invoked with the
-e option or the -r option and the file system is not managed, the unmap work is skipped for all stripe groups
that can hold user data. The thin provision work is still done for all other stripe groups, for example, metadata
only SGs.

The -T option causes the cvmkfs command to skip all thin provision work on all stripegroups. This is useful if
the administrator knows all the space is already unmapped and the command is failing since some LUNs are
not available. Each LUN in each SG that is thin provisioned has a pagesize and maximum unmap size. Al
the LUNs in a SG must have the same sizes for each. If not, the cvmkfs command fails. This failure can be
bypassed with the -T option but then all thin provision unmap work is skipped on all SGs.

@ Note: Do not configure SGs using LUNSs with different pagesizes or maximum unmap sizes in the
same SG.

Unmapping Free Space

Beginning with StorNext 6, the cvfsck command has been supplemented to perform thin provision unmap
operations of free space for a given file system. The machine running the command must have access to all
of the LUNSs in the file system in order to unmap space on them. This is done by executing the following
commands:

cvadmin -e 'stop <fsname>'
cvfsck -U <fsname>
cvadmin -e 'start <fsname>'

This unmaps all free space in the file system. If the file system has the Al1locSessionReservationSize
parameter set to non-zero and there are active sessions, any chunks that are reserved for Allocation
Sessions, are not unmapped.

To unmap ALL free space including the session chunks, execute the following commands to stop all writes
and make sure all data is flushed:

cvadmin -e 'stop <fsname>'
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cvadmin -e ‘'start <fsname>'
/bin/1s <mount point>
sleep 2

cvadmin -e 'stop <fsname>'
cvfsck -U <fsname>

cvadmin -e 'start <fsname>'

Unmapping Free Space After Adding a Stripe Group

Beginning with StorNext 6, after adding a Stripe Group with cvupdatefs or with sgadd, execute the cvfsck
-U <fsname> command as indicated in the Unmapping Free Space on the previous page section to unmap
any existing mapping for that SG as well as all the others.

Determining the Relationship Between Mapped Space and Free Space

Administrators can compare the free/allocated space on a given Stripe Group with the amount of
unmapped/mapped space on that Stripe Group. To do so, execute the following command:

cvadmin -e 'select <fsname>;show'

Note the amount of free/allocated space on a given Stripe Group.

Then, execute the following command on each LUN in that SG and add up all of the unmapped/mapped
space for each LUN:

sn_dmap

Some space on LUNs in not available to the file system so do not expect exact matches in the totals.

0 Note: Mapped space occurs when unmapped blocks are written and that allocated space in the file
system may not all be written. This occurs with optimistic allocation and pre-allocation that is not
necessarily entirely written. So unmapped space is typically higher than free space when a new file
system is written to. As files are removed, the unmapped space will not increase as the free space
increases. If the free space is significantly larger than the unmapped space, execute the cvfsck -U

command to increase the unmapped space.

Performance Metrics

The performance of cvfsck -U <fsname> to unmap thin provisioned LUNs varies significantly. Multiple
performance measurements were conducted using cvfsck -U <fsname> under the following seven
conditions:
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0 Note: The system environment consisted of a 14 TB file system containing 3 LUNs (each could

1. After the initial cvmkfs.

2. After writing many files and mapping about 8.1 TB.

3. Afterfilling the file system.
4. After removing Y2 the files leaving 7 TB used.

5. After re-filling the file system.

6. After removing a different set of files ...about V2 the files leaving 7.2 TB used.
7. After removing all the files.

Condition When cvfsck -U Ran Run 1

1 0 min 24.8 secs
2 0 min 22.4 secs
3 0 min 15.3 secs
4 2 min 15 secs

5 0 min 15 secs

6 5min 20 secs

7 11 min 7 secs

consume up to 4.7 TBs).
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Run 2

0 min 24.7 secs

0 min 21.8 secs

0 min 15.5 secs

4 min 28 secs

0O min 15.5 secs

3 min 29 secs

14 min 2 secs
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Performance Data

[a)]

16
14
12
g 10
2
z ERun 1
E 2
o ERun 2
E
[

F

:

1 2 3 4 5 = 7

Condition Number

The results indicate the performance of cvfsck -U <jfsname> to unmap thin provisioned LUNs varies
significantly. Additionally, the unmap operations in the system continue for several seconds, as they
continue to run in the background.

StorNext File System Data Coherence

Applications can concurrently read and/or write the same file from different nodes. There are various ways
to coordinate which region of a file each node is writing. For example, file locks can be used when I/O is done
on the same file.

Prior to StorNext 6, when a file is open on multiple nodes with at least one writer, no buffer cache is used for
the contents of the file. All /O is done directly to or from the storage usually using DMA I/O. This method of
providing coherence has some limitations since DMA or direct I/O has strict requirements.

Beginning with StorNext 6, I/O coherence is handled using “tokens.” The configuration variable, ioTokens,
can be set to false to re-enable the DMA coherence model. The default is true which allows I/0 to use the
buffer cache on each node.

@ Note: Allnodes accessing the file must be at StorNext 6 or above to use tokens.

When using DMA coherence, each I/O must be aligned on a “sector” boundary and the 1/O size must be of a
multiple of the sector size. In addition, the memory buffer used for the I/O must be aligned. If the I/O does not
follow these requirements, StorNext must do read-modify-write operations to handle the user’s I/O request.
In the worst case, the I/O can be split into three pieces:
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« One piece for the front

« One piece for the middle (the body)

« One piece for the tail

This is done so that the DMA can follow the size and alignment requirements.

For example, a write that is misaligned requires a read into an aligned buffer, a copy of the user’s data into
that buffer, and the aligned the buffer to the storage.

If two nodes are doing writes on the same file at adjacent, but misaligned locations, it is possible for one
node to overwrite all or part of the other node's write. This happens if the write occurs during the read-
modify-write that is required to align the DMA I/O. The alignment could be covering the head or tail of the
other node's range.

To avoid this problem, follow the three requirements below for all I/O:

« The buffer passed on the read or write system call must be aligned using an AP such as posix_
memalign. The value passed as the alignment must be the PAGESIZE of the given machine, usually
4096 bytes.

« The offset into the file must be done on a PAGESIZE boundary.
« Thelength of the I/O must be a multiple of PAGESIZE.

0 Note: If the sector size of the storage in use is larger than PAGESIZE, then that size must be used
instead.

For additional information, see the ioTokens variable information of the command, snfs_config(5), in the
Man Pages Reference Guide.

Offline File Manager (for Apple macQOS)

The Mac Finder has no concept of offline files. When combined with Quick Look file previews, using the Mac
Finder to access Storage Manager content does not offer the best user experience. All content viewed using
the Mac Finder is retrieved, which leads to a very slow performance and prevents you from using Storage
Manager as a capacity tier behind a smaller primary file system.

Beginning with StorNext 6, Mac Xsan clients have new and better approach.

« On-demand file retrieves can be disabled on a per-client basis; this prevents the Mac Finder from causing
inadvertent retrieves during browsing.

« The Offline File Manager (for Apple macOS) application gives you visibility into the online/offline state
of files, the media type underlying the file, and access to services to use menu choices to request that
Storage Manager store, retrieve, or truncate content.

After it has been configured correctly, the application functions for both Xsan clients and for NAS access to
StorNext.
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Python Programming Language Requirements

To use the Offline File Manager (for Apple macOS) application, you must have Python 2.7.5 (or later)
installed on your system.

Overview of the StorNext Configuration

The following sections provide information regarding how to configure StorNext to use the Offline File
ManageR application.

Add or Change the System VIP Address

If you are using a StorNext HA environment, then you must use a StorNext HA virtual IP (VIP) address on
your system for the Offline File Manager application to work properly.

See How to Add or Change the System VIP Address.

Configure the Web Services

1.

In the StorNext GUI, click the Service menu, and then click Web Services (V2). The Service > Web
Services (V2) page appears.

In the State field, select On.

3. Inthe Protocol field, select HTTPS or HTTP.

In the Authentication Type field, select User.

0 Note: This requires that you create a user account with access to web services (General User
Functions > Use Web Services); the name and password for this user are used by clients to
access the system (on the Tools menu, click User Accounts).

On the Tools menu, click User Accounts, and then click New... to create a user account with access
to web services. See User Accounts on page 476.

(Optional) You might need to change the configuration options for Web Services or for larger
configurations. The file /fusr/adic/wsar_agent/config/wsar_agent.cfg controls the configuration
options. By default, the configuration runs up to four (4) jobs at once. To increase the number of
threads, modify the worker-job-fast and worker-job-slow lines within the # number of worker
threads of each type section of the configuration file.

For example:

# number of worker threads of each type
worker-job-fast=8

worker-job-slow=8

worker-job-cancel=1

worker-job-callback=1
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After modifying the configuration options, execute the following command:

/usr/adic/wsar_agent/bin/wsar_agent_control restart

@ Note: Web Services run on the active MDC node. In order to deal with HA failover, you must configure
a VIP to keep services at a single IP address across the failover.

Configure Storage Manager

For proper operation of the Finder when using the Offline File Manager (for Apple macOS) application, it is
important that you exclude Apple double files from truncation. This is the default behavior for StorNext 6;
however, Quantum recommends you verify the configuration.

You must also exclude the configuration file used by the Offline File Manager (for Apple macOS) application
from truncation, or it will not function.

The configuration file /lusr/adic/TSM/config/excludes.truncate must include:

BEGINS:/.
CONTAINS:/.StorNext_rest.json

The Finder also maintains metadata contentin ._DS_Store; storing this file triggers work for Storage
Manager, which is not needed. You can control this by using /usr/adic/TSM/config/excludes.store, which
must include:

# Ignore Apple Client Double Store files
EXACT:.DS_Store
EXACT:._ .DS_Store

Disable On-Demand Retrieve Operations
On systems running StorNext 6.3.0 or later:

You do not need to configure your system to disable retrieves. The Offline File Manager performs operations
to disable the client using the application.

Before you perform a browsing operation, open the Offline File Manager first. This allows you to make sure
retrieves are denied and that Finder (macOS) or Explorer (Windows OS) does not perform read events
causing files to be retrieved.
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i)

i

Note: The addition of extended attributes to control a client’s ability to retrieve files allows a means of
disabling an MDC'’s ability to perform retrieves. This leads to Offline File Manager not allowing the
ability to retrieve ever. Always set an MDC’s com.quantum.retrieves extended attribute to enabled if
you use the Offline File Manager. For example:

[root@node ~]# setfattr -n user.com.quantum.retrieves -v enabled
/stornext/snfsl/sdisk_policy/

Note: If you were previously using an nss_cctl.xml file only to deny retrieves for clients, you can
remove the file. If you do not use named streams or a central control file, you will be able to open a
truncated file.

On systems running StorNext 6.0.x to 6.2.x:

To disable on-demand retrieve operations, you must configure the Central Control feature of StorNext.
Central Control allows you to restrict the access that different machines are granted to the file systemsin a
cluster. Currently there is no GUI option for this, so you must log into your MDC.

1.

Log on to an SSH client, and connect to your system.

Central Control is managed from the StorNext nameservers by an XML configuration file in the
directory /usr/cvfs/config/nss_cctl.xml (see the nss_cctl(4) command in the StorNext Man
Pages Reference Guide for additional information). These nameservers must also be on StorNext 6.x if
they are not the same system as the MDC.

For initial configuration, the command nss_cctl_template is available. For example, nss_cctl_
template>/usr/cvfs/config/nss_cctl.xml.

At the prompt, enter the following command:

nss_cctl template>/usr/cvfs/config/nss_cctl.xml

The nss_cctl.xml script uses the snprobe command to walk the current cluster and output a
template file based on the cluster it finds. This tool generates a permissive configuration file with all
capabilities enabled for all visible clients.

Edit the configuration properties in the nss_cctl.xml file.

The configuration file contains a securityControl section for each file system, and a separate section
at the end for the fake file system #SNFS_ALL#. When looking for the controls for a file system, it invokes
a command that queries for a file system specific record and then falls back to the one for #SNFS_ALL#.

Within each file system there are one or more controlEntries. Each control entry specifies the
addresses of one or more clients, and the controls to be applied to them.
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Tips for Configuring Client Retrieval and Denial

« Ifthere are a mix of clients, some that wish to deny retrieves and others that do not, create
separate control entries within the file system’s security control tags.

« For DLC clients, add the client’s hostname or IP address to the client section with the desired
controls.

« For NAS, controls can only be set for the NAS server. This is due to the NAS server’s IP being
used for all operations. Clients connected via NAS cannot be controlled on a per client basis.

« For HA, use the VIP in the client section.

For example:

<?xml version="1.0" 2>
<snfsControl xmlns="https://www.quantum.com/snfs/cctl/v1.0">
<securityControl fileSystem="snfsl">
<controlEntry>
<client>
<address value="fruit.company.com"/>
<address value="banana.company.com"/>
<address value="mdc-1.company.com" />
<address value="mdc-2.company.com"/>
</client>
<controls>
<mountReadOnly value="false"/>
<mountDlanClient value="true"/>
<takeOwnership value="true"/>
<exec value="true"/>
<suid value="true"/>
<denyRetrieves value="true"/>
<globalSuperUser value="true"/>
</controls>
</controlEntry>
<controlEntry>
<client>
<address value="orange.company.com"/>
<address value="apricot.company.com"/>
</client>
<controls>
<mountReadOnly value="false"/>
<mountDlanClient value="true"/>
<takeOwnership value="true"/>
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<exec value="true"/>
<suid value="true"/>
<denyRetrieves value="false"/>
<globalSuperUser value="true”/>
</controls>
</controlEntry>
</securityControl>
<securityControl fileSystem="#SNFS ALL#">
<controlEntry>
<client>
<address value="0.0.0.0/0"/>
</client>
<controls>
<mountReadOnly value="false"/>
<mountDlanClient value="true"/>
<takeOwnership value="true"/>
<exec value="true"/>
<suid value="true"/>
<snfsAdmin value="true"/>
<snfsAdminConnect value="true"/>
<denyRetrieves value="false"/>
<globalSuperUser value="true"/>
</controls>
</controlEntry>
</securityControl>
</snfsControl>

Central Control does not allow access to hosts that are not listed. However, it does support a netmask
when specifying hosts, so a subnet can be covered by one record if desired.

0 Note: If you add new clients, you must add them to the securityControl control configuration.

Edit the denyRetrieves control entry, within the nss_cctl.xml file, by setting it to true.

<denyRetrieves value="true"/>

The denyRetrieves control prevents a client from triggering on-demand file retrieves. Set this to true
to prevent the client from triggering retrieves. This control functionality runs on the MDC, so older clients
will have the control enforced after you have configured the file nss_cctl.xml.

The client controls relate to SAN and LAN clients. SMB and NFS client control is routed through those
client's NAS server and cannot be individually controlled. This is particularly important when configuring
denyRetrieves for Offline File Manager.
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« SAN and DLC clients: The addresses of the clients themselves.
« NAS clients via a NAS server on an HA pair: The VIP of the HA pair.
« NAS clients via a NAS server on an MDC: The address of the MDC.

« NAS clients via a NAS server on a gateway: The address of gateway.

@ Note: If you set denyRetrieves to true for a NAS server, then this disables retrieves for that
server and all NAS clients connecting using that server.

5. After you have configured the file, add it to the nameserver nodes.

The nameserver processes will pick up an updated configuration on service restart, or on sending a
SIGHUP to the fsmpm process. The updated configuration is only seen by clients at mount time, and
by the FSM when a client connects.

You can perform this by finding the pid and using kill to send the signal. To send a signal to the fsmpm,
follow the commands below:

For example:

[root@node ~]# ps -ef | grep fsmpm

root 9772 1 @ Decll ? 00:00:00 /bin/bash /usr/cvfs/lib/LogToFile fsmpm
/usr/cvfs/debug

root 9777 9772 © Decll ? 00:00:00 /bin/bash /usr/cvfs/lib/LogToFile fsmpm
/usr/cvfs/debug

root 9778 1 © Decll ? 00:00:00 fsmpm-watcher

root 9779 9778 © Decll ? ©0:05:03 /usr/cvfs/bin/fsmpm -- --
/usr/cvfs/debug/fsmpm-sync

root 23056 22583 O 08:00 pts/4 00:00:00 grep --color=auto fsmpm
[root@node ~]# kill -HUP 9779

Configure a File System To Enable the Offline File Manager Application

The Offline File Manager application requires information about the location of the MDC and the web
services configuration to operate. This information is placed in a JSON configuration file in the root of the file
system, or in the case of NAS access, in the root of each NAS share.

Below is the man page help output for the snwebsetup command:

snwebsetup [-h] [-u USER] [-p PASSWORD] -s SERVER dirs [dirs ...]

Setup remote rest access to filesystem or share
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positional arguments:
dirs directories to setup

optional arguments:
-h, --help show this help message and exit
-u USER, --user USER web services user
-p PASSWORD, --password PASSWORD
web services password
-s SERVER, --server SERVER
web services URI

At the command prompt, enter one of the following commands:
« Forthe HTTPS protocol:

snwebsetup -u <username> -p <password> -s https://mdc.company.com
/stornext/<SNFS>

o Forthe HTTP protocol:

snwebsetup -u <username> -p <password> -s http://mdc.company.com:81
/stornext/<SNFS>

The server option is mandatory and must specify the web address and protocol of the web services, so it
expects a URL (for example, https://mdc.company.comorhttp://mdc.company.com).

The user and password fields are optional; if supplied, they must match an account that has been set up with
access to web services. If you provide a user name and password, the application uses them to access the
services. If they are not provided, you are prompted for login information, which is stored on your keychain
(for macOS) or in Windows Credentials (for Microsoft Windows) for subsequent reuse.

0 Note: When you use the service over NAS, the online/offline state of a file is determined by file
attributes which require StorNext 6.2 (or later).

On systems running StorNext 6.3.0 or later:

To use the icon overlay functionality, your file system must meet the following requirements:
o You must enable Named Streams on the file system.

« The file system must have access for the client to open them.

« Theicons are not available as a NAS client.
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If the requirements are not met, the icons only display the state of the file (online/offline).

0 Note: Due to a Microsoft Windows limitation, if you have other applications that use icon overlays, then
your Offline File Manager icon overlays might not appear.

You can use the StorNext GUI or the CLI to enable named streams; do one of the following to enable named
streams:

Use the StorNext GUI

On the menu, click Configuration, and then click File Systems.
Select afile system, and then click Edit....

Click Configuration Parameters.

Click Features.

Click Named Streams.

Click Apply. You are prompted to confirm the configuration change.
Click Yes.

Use the CLI

1. Edit your stornext.cfgx file:

N o g~ w0 DN =

<snfs:globals>
<snfs:namedStreams msgld="namedStreams">true</snfs:namedStreams>
<snfs:storageManager
msgld="storageManager">true</snfs:storageManager>
<snfs:bufferCacheSize
msgld="bufferCacheSize">1073741824</snfs:bufferCacheSize>
</snfs:globals>

2. Stop the file system:

[node@node] /usr/cvfs/bin/cvadmin -e 'stop snfsl'

3. Runcvupdatefs:

[node@node] /usr/cvfs/bin/cvupdatefs
Checked Build disabled - default.
StorNext File Systems on host snt375492-mdcl:
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1) *snfs2
2) snfsl

The asterisk (*) denotes the file system is active.
Choose a file system by number (1-3) or zero (0) to exit -> 2
Buf init: L1 size 1024 MB, L2 size 0 MB

The following changes have been detected in the configuration
Please review these changes carefully.

Stripe Group Name Stripe Status MetaData
Journal

sg0 No Change No Change
No Change

*** Named streams will be enabled in the file system. ***
*Warning*: This will modify the file system "snfsl"

Are you sure you want to continue? [(y)es/(N)o] y

4. Start the file system:

[node@node] /usr/cvfs/bin/cvadmin -e 'start snfsl'

How To Download the Offline File Manager (for Apple macOS)
Application

The Offline File Manager (for Apple macOS) application is supplied as a standard macOS application .pkg
file. Follow the procedure below to download the Offline File Manager (for Apple macOS) application
installer package from StorNext Connect.

0 Note: The Offline File Manager (for Apple macOS) application is not distributed through the macOS
App Store.

0 Note: A minor increase in latency might occur when you initial browse for files in Finder using the

Offline File Manager (for Apple macOS). After you initially view the files, the latency issue does not
occeur.
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1. Because you will download the Offline File Manager (for Apple macOS) application installer package
from StorNext Connect, you must first register your Quantum appliance on the StorNext Connect
website and create a StorNext Connect account. See Pre-Installation in the StorNext Connect
Documentation Center.

@ Note: Installation of StorNext Connect is not required to obtain the Offline File Manager (for Apple
macOS) installer package. Simply register your appliance on the StorNext Connect web site and
navigate to the StorNext add ons page.

2. You willdownload the Offline File Manager (for Apple macOS) application installer package from the
StorNext add ons page on the StorNext Connect website. See Download StorNext Add-ons in the
StorNext Connect Documentation Center.

3. Fromthe StorNext Connect Welcome page, click StorNext add ons. The StorNext add ons page
appears.

4. Click the Offline File Manager (for Apple macOS) button to download the Offline File Manager (for
Apple macOS) installer package. You are prompted to save the file to a local destination.

@ Note: Make note of this destination for the installation process.

How To Install the Offline File Manager (for Apple macOS) Application

Follow the procedure below to install the Offline File Manager (for Apple macOS) application.

1. Toinstall the Offline File Manager (for Apple macOS) application, double-click the ofm.pkg file. The
Welcome to the Offline File Manager Installer dialog appears.

0 Note: You are prompted for an administrative account during the install process.

e

Favorites Today Size | Kind Date Added

o
#; Applications & ofm.pkg 2MB Install...ackage Today, 2:16 PM
[ Desktop [ ' Install Offline File Manager ]

© pownloads Welcome to the Offline File Manager Installer

Devices

You will be guided through the steps necessary to install this
software.

| @ Remote Disc Introduction

2. Click Continue. The Software License Agreement dialog appears.
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Introduction
License
Destination Select
nstallation Type
nstallation

sSummary

acOS)

w Install Offline File Manager =

Software License Agreement

English E

Quantum Corporation
End User License Agreement

This End User License Agreement ("EULA") defines the terms
and conditions of the license between Quantum Corporation,
a Delaware corporation with offices located in 5an Jose, CA
(“Quantum”) and the Licensee (as defined below) for use of
Quantum's Software and Documentation. Any Software or
Documentation provided to Licensee by Quantum will be
subject to the terms and conditions of this EULA, and by
downloading, installing, or using the Software or
Documentation; Licensee signifies its agreement with this
EULA. If Licensee does not agree to all of the terms of this
EULA, then Licensee must not download, install, or use the
Software or Documentation.

Print... Save... Go Back Continue

3. Click Continue. Your are prompted to review the software license agreement.

w Install Offline File Manager [}

To continue installing the software you must agree to the terms of
the software license agreement.

o | Click Agree to continue or click Disagree to cancel the installation and
Lic quit the Installer. F
De
is
"3 Read License Disagree Agree it
ns i
_—
Summary parties further agree to negotiate in good faith a

valid and enforceable provision that most nearly
affects the parties’ intent and to be bound by the
mutually agreed substitute provision.

g. Language. The original of this Agreement is in
English and Licensee waives any right to have it
written in any other language. Section headings
are for convenience only.

Print... Save... Go Back Continue

4. Click Agree. The Select a Destination dialog appears.
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Introduction
License
Destination Select
nstallation Type
nstallation

Summary

w Install Offline File Manager a

Select a Destination

Select the disk where you want to install the Offline File
Manager software.

Macintosh HD
942.8 GB available
989,35 GB tota

Installing this software requires 3.7 MB of space.

You have chosen to install this software on the disk “Macintosh
HD"

Go Back Continue

5. Select the disk where you want to install the Offline File Manager software, and then click Continue.
The Installation Type dialog appears.

Intreduction
License
Destination Select
Installation Type
nstallation

Summary

« Install Offline File Manager =}

Standard Install on "Macintosh HD"

This will take 3.7 MB of space on your computer.

Click Install to perform a standard installation of this software
on the disk “Macintosh HD".

Change Install Location...

Customize Go Back Install
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6. Click Install to perform a standard installation of the Offline File Manager (for Apple macOS) software.
Alternatively, you can change the installation location by clicking Change Install Location..., or
customize the installation by clicking Customize. You are prompted to log in.

Installer is trying to install new software.

i I'E'- Enter your password to allow this.

Lser Name: |

FRT

4 Password:

CONCE it
5 ance

7. Inthelogin dialog, input your administrative credentials to install the software, and then click Install
Software. After a successful installation, the Summary dialog appears.

@ e Install Offline File Manager [a}

The installation was completed successfully.

Introduction
License
Destination Select
Installation Type

Installation The installation was successful.

Summary The software was installed.

[

8. Click Close.
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How To Configure the Offline File Manager (for Apple macOS)
Application
Follow the procedure below to configure the Offline File Manager (for Apple macOS) application.
1. Navigate to Applications.
a. Right-click Offline File Manager.
b. Click Open.

Offline File Manager

2. Navigate to System Preferences to configure the following preferences:
« Extensions

« Notifications

« Users & Groups
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3. Click Extensions. After it has been installed, the Offline File Manager (for Apple macOS) application is
configured as a Finder extension.

a. Click Finder.

b. Enable the offline_sync extension.
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Finder

@ Note: Foreach user that is using the Offline File Manager (for Apple macOS) application, enable
the Finder extension, or the Offline Actions menu is not available for that user.

4. The application also makes use of event notification. Navigate to System Preferences to configure the
Notifications preferences.

a. Click Offline File Manager.

b. Configure the available notifications and alert styles.

StorNext 6 User's Guide 203



Chapter 4: File System Tasks
Offline File Manager (for Apple macOS)

Offline File Manager alert style:
‘ Q= Q =

Banners appear in the upper-right corner and go away
automatically. Alerts stay on screen until dismissed.

[ 1 Offline File Manager

Badges, Sounds, Banners

Show notifications on lock screen
Show in Notification Center
Badge app icon

Play sound for natifications

5. The Offline File Manager (for Apple macOS) provides services that run between the Finder and
StorNext Web services. The services do not run automatically; however, you can configure the services
as a login item under Login Items in the user's account preferences. Navigate to System
Preferences to configure the Users & Groups preferences.

a. Click the account to configure.
b. Click Login Items.

c. Verify the Offline File Manager appears as an item that will open automatically when you log in.

@ Note: If you want to hide the Offline File Manager (for Apple macOS) application when you
log in, select the checkbox in the Hide column next to the application.
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@ < HHH Users & Groups Q Search
L —
Current User
Quantum Media These items will open automatically when you log in:
Admin
Otharlears Hide Itfm Kind
Guest User 8] iTunesHelper Application
Off [ 1. Offline File Manager Application
To hide an application when you log in, select the checkbox in the Hide
column next to the application.
m Login Options +
Ej Click the lock to make changes. ?

How To Use the Offline File Manager (for Apple macOS) Application

How To Browse for Content

When browsing content, either using Finder or the standard open file dialog boxes in an application, the
Finder plug-in is activated for any StorNext content that has the JSON configuration file in its root, and for
NAS content that has the configuration file in the root directory of the system.

macOS only supports a single finder extension active on a directory at once. If you have another extension
installed and managing a directory, Quantum recommends you disable it, because only one of the
extensions is used. Apple does not provide a mechanism to select one over the other.

Files that do not have a secondary copy have no overlay icon. The preview icon of a file may still be
presented; however, this is not retrieved from the file content when the file is offline. It is retrieved from a
copy previously cached by Quick Look.

Beginning with StorNext 6.3.0, you can use a richer set of icon overlays to describe the metadata of afile.

The table below illustrates the icons and their descriptions.
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Icon Description

This file is online and has multiple tiers.

Ul
This file is online and has object-store media backing.
_
This file is online and has a tape library backing.
L

This file is online and has an sdisk backing.

This file is online.

This file is offline and has multiple tiers.

This file is offline and has object-store media backing.

This file is offline and has a tape library backing.
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Icon Description

This file is offline and has an sdisk backing.

o

This file is offline.

7,

@ Note: For requirements, see Configure a File System To Enable the Offline File Manager
Application above. If you do not meet the requirements, only the green check icon overlay and the red

check icon overlay are displayed.

The image below illustrates how some files are truncated and other files are available on primary storage.
You can see that some files have multiple copies while other files only have a single copy on a tape library.

o 0] do
4 E oo o | | B~ | %~
Favorites
@) AirDrop =
E recents Lot A “ o TXT THT
y iCloud Dri... account-la.doc  account-1b.ixt account-Tc.rtf account.ixt
#%; Applicatio... - .
[ Desktop EJ- P =/ FL W
% Documents A Al \" . - o wu_u
0 Downloads FCR - MySong.mp3 Script-5102-V3 Security Top  sonicS.configprofi
@ Creative... Appearance 10-2017 (en).pdf le
e P 2 O
() Remote D... w I i D A r oo - i)
& Macintos.. Special.zip TestMaster FCP_ LMM - C. theologia-moralis  waorking.psd
[ 1 snfsl QT_625i...25.mov Ripperger
5] MacOS X... snisl » test » files-5k » do » account.tx
ES 1 of 110 selected, 1.09 TE available -

How To Use the Offline Actions

Even with the Offline File Manager (for Apple macOS) installed and running, a truncated file cannot be
directly read; it must be retrieved first. To do this, select a file and bring up the context menu for it (right click).
The Finder menu includes an offline actions menu, which allows you to truncate, store to secondary, or
retrieve content from secondary. The files appear in a working state until the retrieve operation is complete,

then the icon overlay changes to represent the current state.
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o0 @ [ do
< =m ol =~ v 6 a Q
Favorites o H
@ AirDrop EA |
E Recents 4 poc L, A ﬁ)\‘ nr L,
<2 iCloud Dri... FCR - g-account-la.doc  g-account-b.txt  g-account-lc.rtf g-account.txt
o Appearance
42 Applicatio...
Desktoj =N / —=
= P i CY,
[ Documents f -
Lkl ] ] - L] L 2]
0 Downloads g-account2.txt LMM - C. MySong.mp3 Script-S102-V3 Security Top
@ Creative... Ripperger 10-2017 (en).pdf
Devices N E — o :
Yz Q pen
(@) Remote D... - Open With >
CONFISLL IP Mo Al PDF §
] Macintos... o !
— sonic5.configprofi Special.zip TestMaster_FCP_ [EHERED Move to Trash

(1. snfs1 le QT_625i..25.mav

E‘ MacOS X... snis1 » [ test » [ files-6k > [ d0 » & theclogia-moralis

* 1 of 110 selected, 1.09 TB available Get Info

1 Rename
Compress "theologia-moralis”
Duplicate
Make Alias
Quick Look “theologia-moralis”
Share >

Copy “theologia-moralis”

Clean Up Selection
Show View Options

Tags...
o o000

Open File in TextWrangler

Offline Actions > |

Retrieve Content
Truncate Content
Store Content
Refresh

If the file system was configured without placing the web services user name and password into the
configuration, the first time one of these items is selected, a pop-up window asks you for the account
information. After you enter the account information, the credentials are stored on the Keychain and

normally are not requested again.

How To View an Offline File Manager Log

After an action completes, a notification and a button appears which you can click to view the log.

If the notification disappears or you need to view a log, click Open Log in the drop-down menu.
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IS DO A E
Open Log 36 L

i Enable recursive retrieves ¥R [

sn  About Offline File Manager 36A |
" Check For Updates el |
Help $EH
Quit B0

T Nafanit* - )

How To Enable Recursive Retrieves

You can click the Enable recursive retrieves menu option to enable recursive retrieves. By default, Offline
File Manager allows an action on only the first level down from a directory. When you enable recursive
retrieves, you can perform an action on the entire directory tree.

Important Consideration About The Recursive Retrieve Command

There are two phases when you invoke a recursive retrieve command:

« Phase 1: Mapping of the directory and the files to determine which files are retrieved.
« Phase 2: The actual retrieves from tape, sdisk, and object storage.

During Phase 1 you can only execute one recursive retrieve command at a time. If you execute multiple
recursive retrieve commands concurrently, the processes fail and you are notified that an existing
recursive retrieve command is in progress.

For example, if a recursive retrieve is currently running Phase 1 and an additional recursive retrieve is
invoked, the second request fails

However, if that same recursive retrieve is currently running Phase 2, and an additional recursive
retrieve is invoked, the second request is processed without any errors.

Caution: Use this option with caution as you might unintentionally retrieve or truncate millions of files.
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How To Uninstall the Offline File Manager (for Apple macOS)
Application

1. Onthe menu bar, right-click the Offline File Manager icon, and then click Quit.

2. Inthe Extensions panel under System Preferences, deselect (disable) Offline File Manager.
3. Navigate to the Application folder.
4.

Click and drag the Offline File Manager (for Apple macOS) application to the Trash. You might be
prompted to enter the username and password.

@ Note: If you do not deselect (disable) the Offline File Manager (for Apple macOS) finder extension
in Step 2, you are not able to click and drag the Offline File Manager (for Apple macOS)
application to the Trash.

Offline File Manager (for Apple macOS) Application Updates

After successfully installing the Offline File Manager (for Apple macOS) application on your system, the
application checks for updates daily.

If a new version is available, then you are provided the option to download and install the update.

Command Line Interface Tools

Command line interface tools are available to operate on a set of files, if an application is to be run that uses
a lot of files that must be retrieved from secondary first.

0 Note: Due to TLS version discrepancies with macOS 10.12 and older, the Command Line Interface
Tools operate on macOS 10.13 and newer.

The command line interface tools are the Python scripts located under /usr/local/bin of a macOS client:
e snretrieve

« snrmdiskcopy

e snstore

e snfileinfo

« snjobinfo

The scripts act upon a list of files on the command line, or using the syntax @filename, a file that contains a
list of files. The list is converted to a rest query and sent to the StorNext MDC. There is also a snfileinfo
command, which provides a text report on the state of a file (see the example below).

For additional information on all the commands listed above, refer to the StorNext Man Pages Reference
Guide.
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0 Note: These commands are also available on Linux clients and can be executed by any user who has
access to the file system. If the json configuration does not contain account information, you will be
prompted for account information.

Example output of the snfileinfo command:

> snfileinfo AstroPhoto-Vol3-Issueb.pdf
User name: webadmin

Password:
File Information Report 2017-01-24 12:42:07
Filename: /Volumes/wotan/S3/user/AstroPhoto-Vol3-Issueb.pdf

Stored Name: /Volumes/wotan/S3/user/AstroPhoto-Vol3-Issueb6.pdf

Last Modification: 06-dec-2016 13:14:41

Owner: user Location: ARCHIVE

Group: cvfs Existing Copies: 1

Access: 644 Target Copies: 1
Expired Copies: 0

Target Stub: 0 (KB) Existing Stub: 0 (KB)

File size: 6,610,881 Store: MINTIME

Affinity: n/a Reloc: MINTIME

Class: lattus Trunc: IMMEDIATE

Alt Store Copy: Disabled Clean DB Info: NO

Media: lattus-s3 (1)

Checksum: N

Encryption: N

Compression: N

Object Ids: Y

Troubleshoot the Offline File Manager (for macOS) Application

Do the following if the icon overlays do not appear.

« Hold down the option key, right click on the Finder’s dock icon, and then click Relaunch from the menu.
For example:
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New Finder Window

New Smart Folder
Find...

Go to Folder...
Connect to Server...

Show All Windows
Hide
tﬂelau n:hr

BO 4

« Alternatively, use the Terminal application.
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1. Open the Terminal application.

O @ 3 training — -bash — 80x24
Last login: Tue Sep 17 18:49:81 on console
CO@2YJ1ARLVC-Media:~ training$

2. Atthe terminal prompt, execute the following command to restart Finder:

killall Finder

For example:
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[ NON J 73 training — -bash — 80x24

Last login: Tue Sep 17 10:49:01 on console
CO2YJ1ARLVC-Media:~ training$ killall Finder

Additional Considerations

« You cannot process a request on a file if it contains a certain combination of Korean characters. If you
try to perform an action on a file that contains the Korean character(s), the action is not performed on
the file.

Offline File Manager (for Microsoft Windows)

Beginning with StorNext 6.2, the Offline File Manager (for Microsoft Windows) application allows a
StorNext client to perform data movement and metadata operations within the Windows Explorer interface
when a relation point is created within the StorNext file system.

The Offline File Manager (for Microsoft Windows) application gives you visibility into the online/offline
state of files, the media backing a file, and the ability to store, retrieve, or truncate content.

Features

The Offline File Manager (for Microsoft Windows) application consists of the following:
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« A Windows Explorer extension for icon overlays and context menus.

@ Note: Due to a Microsoft Windows limitation, if you have other applications that use icon overlays,
then your Offline File Manager icon overlays might not appear.

0 Note: The icon overlays display a file that is truncated and a file that is retrieved. If an icon overlay is
not displayed, then there is no archive of the file.

« A notification receiver and a user interface.
« A command line tool (snofflinecmd).

The application takes advantage of the StorNext Web Services Commands (V2) API, and the available
actions include:

« Retrieving files.
« Truncatingfiles.

« Storing files.

Overview of the StorNext Configuration

The following sections provide information regarding how to configure StorNext to use the Offline File
ManageR application.

Add or Change the System VIP Address

If you are using a StorNext HA environment, then you must use a StorNext HA virtual IP (VIP) address on
your system for the Offline File Manager application to work properly.

See How to Add or Change the System VIP Address.

Configure the Web Services

1. Inthe StorNext GUI, click the Service menu, and then click Web Services (V2). The Service > Web
Services (V2) page appears.

2. Inthe State field, select On.
3. Inthe Protocol field, select HTTPS or HTTP.

4. Inthe Authentication Type field, select User.

0 Note: This requires that you create a user account with access to web services (General User
Functions > Use Web Services); the name and password for this user are used by clients to
access the system (on the Tools menu, click User Accounts).

5. Onthe Tools menu, click User Accounts, and then click New... to create a user account with access
to web services. See User Accounts on page 476.

6. (Optional) You might need to change the configuration options for Web Services or for larger
configurations. The file /fusr/adic/wsar_agent/config/wsar_agent.cfg controls the configuration
options. By default, the configuration runs up to four (4) jobs at once. To increase the number of
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threads, modify the worker-job-fast and worker-job-slow lines within the # number of worker
threads of each type section of the configuration file.

For example:

# number of worker threads of each type
worker-job-fast=8

worker-job-slow=8

worker-job-cancel=1

worker-job-callback=1

After modifying the configuration options, execute the following command:

/usr/adic/wsar_agent/bin/wsar_agent_control restart

@ Note: Web Services run on the active MDC node. In order to deal with HA failover, you must configure
a VIP to keep services at a single IP address across the failover.

Configure Storage Manager

For proper operation of the Finder when using the Offline File Manager (for Apple macOS) application, it is
important that you exclude Apple double files from truncation. This is the default behavior for StorNext 6;
however, Quantum recommends you verify the configuration.

You must also exclude the configuration file used by the Offline File Manager (for Apple macOS) application
from truncation, or it will not function.

The configuration file /lusr/adic/TSM/config/excludes.truncate must include:

BEGINS:/._
CONTAINS:/.StorNext_rest.json

The Finder also maintains metadata contentin ._DS_Store; storing this file triggers work for Storage
Manager, which is not needed. You can control this by using /usr/adic/TSM/config/excludes.store, which
must include:

# Ignore Apple Client Double Store files
EXACT: .DS_Store
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EXACT:._.DS_Store

Disable On-Demand Retrieve Operations

On systems running StorNext 6.3.0 or later:

You do not need to configure your system to disable retrieves. The Offline File Manager performs operations
to disable the client using the application.

Before you perform a browsing operation, open the Offline File Manager first. This allows you to make sure
retrieves are denied and that Finder (macOS) or Explorer (Windows OS) does not perform read events
causing files to be retrieved.

i)

i

Note: The addition of extended attributes to control a client’s ability to retrieve files allows a means of
disabling an MDC'’s ability to perform retrieves. This leads to Offline File Manager not allowing the
ability to retrieve ever. Always set an MDC’s com.quantum.retrieves extended attribute to enabled if
you use the Offline File Manager. For example:

[root@node ~]# setfattr -n user.com.quantum.retrieves -v enabled
/stornext/snfsl/sdisk_policy/

Note: If you were previously using an nss_cctl.xml file only to deny retrieves for clients, you can
remove the file. If you do not use named streams or a central control file, you will be able to open a
truncated file.

On systems running StorNext 6.0.x to 6.2.x:

To disable on-demand retrieve operations, you must configure the Central Control feature of StorNext.
Central Control allows you to restrict the access that different machines are granted to the file systemsin a
cluster. Currently there is no GUI option for this, so you must log into your MDC.

1.

2.

Log on to an SSH client, and connect to your system.

Central Control is managed from the StorNext nameservers by an XML configuration file in the
directory /usr/cvfs/config/nss_cctl.xml (see the nss_cctl(4) command in the StorNext Man
Pages Reference Guide for additional information). These nameservers must also be on StorNext 6.x if
they are not the same system as the MDC.

For initial configuration, the command nss_cctl_template is available. For example, nss_cctl_
template>/usr/cvfs/config/nss_cctl.xml.

At the prompt, enter the following command:

nss_cctl template>/usr/cvfs/config/nss_cctl.xml
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The nss_cctl.xml script uses the snprobe command to walk the current cluster and output a
template file based on the cluster it finds. This tool generates a permissive configuration file with all
capabilities enabled for all visible clients.

3. Edit the configuration properties in the nss_cctl.xml file.

The configuration file contains a securityControl section for each file system, and a separate section
at the end for the fake file system #SNFS_ALL#. WWhen looking for the controls for a file system, it invokes
a command that queries for a file system specific record and then falls back to the one for #SNFS_ALL#.

Within each file system there are one or more controlEntries. Each control entry specifies the
addresses of one or more clients, and the controls to be applied to them.

Tips for Configuring Client Retrieval and Denial

« Ifthere are a mix of clients, some that wish to deny retrieves and others that do not, create
separate control entries within the file system’s security control tags.

« For DLC clients, add the client’'s hostname or IP address to the client section with the desired
controls.

« For NAS, controls can only be set for the NAS server. This is due to the NAS server’s IP being
used for all operations. Clients connected via NAS cannot be controlled on a per client basis.

« For HA, use the VIP in the client section.

For example:

<?xml version="1.0" 2>
<snfsControl xmlns="https://www.quantum.com/snfs/cctl/v1.0">
<securityControl fileSystem="snfsl">
<controlEntry>
<client>
<address value="fruit.company.com"/>
<address value="banana.company.com"/>
<address value="mdc-1.company.com" />
<address value="mdc-2.company.com"/>
</client>
<controls>
<mountReadOnly value="false"/>
<mountDlanClient value="true"/>
<takeOwnership value="true"/>
<exec value="true"/>
<suid value="true"/>
<denyRetrieves value="true"/>
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<globalSuperUser value="true"/>
</controls>
</controlEntry>
<controlEntry>
<client>
<address value="orange.company.com"/>
<address value="apricot.company.com"/>
</client>
<controls>
<mountReadOnly value="false"/>
<mountDlanClient value="true"/>
<takeOwnership value="true"/>
<exec value="true"/>
<suid value="true"/>
<denyRetrieves value="false"/>
<globalSuperUser value="true”/>
</controls>
</controlEntry>
</securityControl>
<securityControl fileSystem="#SNFS ALL#">
<controlEntry>
<client>
<address value="0.0.0.0/0"/>
</client>
<controls>
<mountReadOnly value="false"/>
<mountDlanClient value="true"/>
<takeOwnership value="true"/>
<exec value="true"/>
<suid value="true"/>
<snfsAdmin value="true"/>
<snfsAdminConnect value="true"/>
<denyRetrieves value="false"/>
<globalSuperUser value="true"/>
</controls>
</controlEntry>
</securityControl>
</snfsControl>

Central Control does not allow access to hosts that are not listed. However, it does support a netmask
when specifying hosts, so a subnet can be covered by one record if desired.

@ Note: If you add new clients, you must add them to the securityControl control configuration.

4. Editthe denyRetrieves control entry, within the nss_cctl.xml file, by setting it to true.
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<denyRetrieves value="true"/>

The denyRetrieves control prevents a client from triggering on-demand file retrieves. Set this to true
to prevent the client from triggering retrieves. This control functionality runs on the MDC, so older clients
will have the control enforced after you have configured the file nss_cctl.xml.

The client controls relate to SAN and LAN clients. SMB and NFS client control is routed through those
client's NAS server and cannot be individually controlled. This is particularly important when configuring
denyRetrieves for Offline File Manager.

« SAN and DLC clients: The addresses of the clients themselves.
« NAS clients via a NAS server on an HA pair: The VIP of the HA pair.
« NAS clients via a NAS server on an MDC: The address of the MDC.

« NAS clients via a NAS server on a gateway: The address of gateway.

0 Note: If you set denyRetrieves to true for a NAS server, then this disables retrieves for that
server and all NAS clients connecting using that server.

5. After you have configured the file, add it to the nameserver nodes.

The nameserver processes will pick up an updated configuration on service restart, or on sending a
SIGHUP to the fsmpm process. The updated configuration is only seen by clients at mount time, and
by the FSM when a client connects.

You can perform this by finding the pid and using kill to send the signal. To send a signal to the fsmpm,
follow the commands below:

For example:

[root@node ~]# ps -ef | grep fsmpm

root 9772 1 @ Decll ? 00:00:00 /bin/bash /usr/cvfs/lib/LogToFile fsmpm
/usr/cvfs/debug

root 9777 9772 © Decll ? 00:00:00 /bin/bash /usr/cvfs/lib/LogToFile fsmpm
/usr/cvfs/debug

root 9778 1 @ Decll ? 00:00:00 fsmpm-watcher

root 9779 9778 © Decll ? ©0:05:03 /usr/cvfs/bin/fsmpm -- --
/usr/cvfs/debug/fsmpm-sync

root 23056 22583 © 08:00 pts/4 00:00:00 grep --color=auto fsmpm
[root@node ~]# kill -HUP 9779
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Configure a File System To Enable the Offline File Manager Application

The Offline File Manager application requires information about the location of the MDC and the web
services configuration to operate. This information is placed in a JSON configuration file in the root of the file
system, or in the case of NAS access, in the root of each NAS share.

Below is the man page help output for the snwebsetup command:

snwebsetup [-h] [-u USER] [-p PASSWORD] -s SERVER dirs [dirs ...]
Setup remote rest access to filesystem or share

positional arguments:
dirs directories to setup

optional arguments:
-h, --help show this help message and exit
-u USER, —--user USER web services user
-p PASSWORD, --password PASSWORD
web services password
-s SERVER, --server SERVER
web services URI

At the command prompt, enter one of the following commands:
o Forthe HTTPS protocol:

snwebsetup -u <username> -p <password> -s https://mdc.company.com
/stornext/<SNFS>

o Forthe HTTP protocol:

snwebsetup -u <username> -p <password> -s http://mdc.company.com:81
/stornext/<SNFS>

The server option is mandatory and must specify the web address and protocol of the web services, so it
expects a URL (for example, https://mdc.company.comor http://mdc.company.com).

The user and password fields are optional; if supplied, they must match an account that has been set up with
access to web services. If you provide a user name and password, the application uses them to access the
services. If they are not provided, you are prompted for login information, which is stored on your keychain
(for macOS) or in Windows Credentials (for Microsoft Windows) for subsequent reuse.
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@ Note: When you use the service over NAS, the online/offline state of a file is determined by file
attributes which require StorNext 6.2 (or later).

On systems running StorNext 6.3.0 or later:

To use the icon overlay functionality, your file system must meet the following requirements:
o You must enable Named Streams on the file system.

» The file system must have access for the client to open them.

« Theicons are not available as a NAS client.

If the requirements are not met, the icons only display the state of the file (online/offline).

0 Note: Due to a Microsoft Windows limitation, if you have other applications that use icon overlays, then
your Offline File Manager icon overlays might not appear.

You can use the StorNext GUI or the CLI to enable named streams; do one of the following to enable named
streams:

Use the StorNext GUI

On the menu, click Configuration, and then click File Systems.
Select afile system, and then click Edit....

Click Configuration Parameters.

Click Features.

Click Named Streams.

Click Apply. You are prompted to confirm the configuration change.
Click Yes.

Use the CLI

1. Edit your stornext.cfgx file:

N o g kM 0 DN =

<snfs:globals>
<snfs:namedStreams msgld="namedStreams">true</snfs:namedStreams>
<snfs:storageManager
msgId="storageManager">true</snfs:storageManager>
<snfs:bufferCacheSize
msgId="bufferCacheSize">1073741824</snfs:bufferCacheSize>
</snfs:globals>

2. Stop the file system:
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[node@node] /usr/cvfs/bin/cvadmin -e 'stop snfsl'

3. Runcvupdatefs:

[node@node] /usr/cvfs/bin/cvupdatefs
Checked Build disabled - default.
StorNext File Systems on host snt375492-mdcl:

1) *snfs2
2) snfsl

The asterisk (*) denotes the file system is active.
Choose a file system by number (1-3) or zero (0) to exit -> 2
Buf init: L1 size 1024 MB, L2 size 0 MB

The following changes have been detected in the configuration
Please review these changes carefully.

Stripe Group Name Stripe Status MetaData
Journal

sg0 No Change No Change
No Change

*** Named streams will be enabled in the file system. ***
*Warning*: This will modify the file system "snfsl"

Are you sure you want to continue? [(y)es/(N)o] y

4. Startthe file system:
[node@node] /usr/cvfs/bin/cvadmin -e 'start snfsl'
How To Download the Offline File Manager (for Microsoft Windows)

Application

The Offline File Manager (for Microsoft Windows) client is supplied as a standard executable (.exe) file.
Follow the procedure below to download the Offline File Manager (for Microsoft Windows) installer package

StorNext 6 User's Guide 223



Chapter 4: File System Tasks
Offline File Manager (for Microsoft Windows)

from StorNext Connect.

1.

Because you will download the Offline File Manager (for Microsoft Windows) installer package from
StorNext Connect, you must first register your Quantum appliance on the StorNext Connect website
and create a StorNext Connect account. See Pre-Installation in the StorNext Connect Documentation
Center.

@ Note: Installation of StorNext Connect is not required to obtain the Offline File Manager (for
Microsoft Windows) installer package. Simply register your appliance on the StorNext Connect
web site and navigate to the StorNext add ons page.

Download the Offline File Manager (for Microsoft Windows) installer package from the StorNext add
ons page on the StorNext Connect website. See Download StorNext Add-ons in the StorNext
Connect Documentation Center.

From the StorNext Connect Welcome page, click StorNext add ons. The StorNext add ons page
appears.

Click the Offline File Manager (for Microsoft Windows) button to download the Offline File
Manager (for Microsoft Windows) installer package. You are prompted to save the file to a local
destination.

@ Note: Make note of this destination for the installation process.

How To Install the Offline File Manager (for Microsoft Windows)
Application

Follow the procedure below to install the Offline File Manager (for Microsoft Windows) application.

@ Note: The Offline File Manager (for Microsoft Windows) application requires administrative privileges.

You might be prompted for an administrative account during the installation process.

To install the Offline File Manager (for Microsoft Windows) application, double-click the
OfflineFileManagerinstaller.exe file. The Offline File Manager Setup dialog appears and you are
prompted to review the Quantum Corporation End User License Agreement ("EULA").
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jEJ Offline File Manager Setup — x

L). Offline File Manager

Quantum Corporation ~
End User License Agreement

This End User License Agreement (“EULA") defines the terms and
conditions of the license between Quantum Corporation, a Delaware
corporation with offices located in San Jose, CA ("Quantum™) and the

W

(11 agree to the license terms and conditions

E;'In:tall Close

2. Clickl agree to the license terms and conditions and then click Install.

0 Note: The installation package includes the Microsoft Visual C++ 2015 Redistributable (x64)
package, the Offline File Manager (for Microsoft Windows) application file
(OfflineFileManager.exe), the command line tool (snofflinecmd), and the required dynamic link
library (DLL) files to extend Windows Explorer.

3. After a successful installation, the Summary dialog appears.

45 Offline File Manager Setup — ot

(). Offline File Manager

Installation Successfully Completed

Cloze
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4. Click Close. The installation process creates a shortcut labeled, Offline File Manager, that is located
in the Start menu. The application file, (OfflineFileManager.exe), is located in the following directory:

C:\Program Files\Quantum\Offline File Manager\

5. Do one of following:
« Restart Windows Explorer from the Task Manager.

« Log out of your system and then log in.

How To Configure the Offline File Manager (for Microsoft Windows)
Application

Follow the procedure below to configure the Offline File Manager (for Microsoft Windows) application to
start automatically when you log on to your system.

1. Using Windows Explorer, navigate to the following directory:

C:\Users\<User Name>\AppData\Roaming\Microsoft\Windows\Start
Menu\Programs\Startup\

0 Note: The folder, AppData, is a hidden folder. You must enable Hidden items in the
Show/Hide menu.

2. Onthe Start menu, click and drag the Offline File Manager shortcut to the Startup directory within
the Windows Explorer window from Step 1.

3. Web Services user credentials are saved in Windows Credentials. To access Windows
Credentials, type Windows Credentials in the search bar. Click the arrow across from the server
hostname, click delete.

After you restart your computer and log in, the Offline File Manager (for Microsoft Windows) application
starts automatically.

How To Use the Offline File Manager (for Microsoft Windows)
Application

How To Browse for Content

For Systems Running Offline File Manager 2.0.0 or later

To use the new descriptive icons, your file system must meet requirements outlined below:
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« StorNext client software and MDC version 6.3.0 or later installed.
« The file system must have access for the client to open them.
« The descriptive icons are not available as a NAS client.

If your system does not meet the requirements, the icons only display the state of the file (online/offline).

Open Windows Explorer to view the files within the relation point on a managed file system. The application
begins by searching the currently mounted volumes for a StorNext file system. If a mount exists, then the
application searches the volume for a .StorNext_rest.json configuration file. During the search, if a
configuration file is found, but no user credentials are added, a dialog box appears informing you to provide
your user credentials (for example, username and password).

StorMext Offline Flle Manager >
SErver: http://mdc.company.com
Username
Password
oK Cancel

Beginning with StorNext 6.3.0, you can use a richer set of icon overlays to describe the metadata of afile.

The table below illustrates the icons and their descriptions.

Icon Description

This file is online and has multiple tiers.
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Icon Description

This file is online and has object-store media backing.
This file is online and has a tape library backing.

This file is online and has an sdisk backing.

This file is online.

This file is offline and has multiple tiers.

This file is offline and has object-store media backing.
This file is offline and has a tape library backing.
This file is offline and has an sdisk backing.

OO
©)
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Icon Description

This file is offline.

7,

@ Note: For requirements, see Configure a File System To Enable the Offline File Manager

Application above. If you do not meet the requirements, only the green check icon overlay and the red
check icon overlay are displayed.

The image below illustrates how some files are truncated and other files are available on primary storage.
You can see that some files have multiple copies while other files only have a single copy on a tape library.
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How To Use the Offline Actions

Even with the Offline File Manager (for Microsoft Windows) installed and running, a truncated file cannot be
directly read; it must be retrieved first.
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To use the offline actions, perform the following procedure.
1. Using the Windows Explorer, right click a file (or multiple files) to display the context menu.
2. Click Offline Actions, and then click one of the following offline actions that appear:
« Retreive. Click this option to restore the data blocks to the primary storage.
« Truncate. Click this option to remove the data block from the primary storage to a tiered storage.
« Store. Click this option to copy the data block that have not been tiered to tiered storage.
« Refresh. Click this option to check the state of the file, for example, if it is truncated.

After an operation is performed, the icons update and a notification displays the beginning and end of
an action.
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ra

Processing truncate command

Open Log

Build 1513438 _release. 1547 0-18

218 PM

N Pogmne

+
Completed processing truncate request

Open Log

Build 1,134 r:d _release. 10810-148

218 PM

How To View an Offline File Manager Log

In the Offline File Manager icon in the notification tray, you can click Open Log to view the log of an action
performed.
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Open log

Enable recursive retrieves
About Offline File Manager
Check for Updates...

Curt

The Offline File Manager log dialog provides a cumulative list of actions and their respective job numbers.
For example:
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s

Search:

[08-28-2019-16:15:04] Job 32

[08-28-2019-14:27:39] Job 29:
[08-28-2019-14:27:39] Job 29:
[08-28-2019-14:27:39] Job 29:
[08-28-2019-14:27:39] Job 29:
[08-28-2019-14:27:39] Job 29:
[05-258-2019-14:27:39] Job 29:
[08-28-2019-14:27:39] Job 29:
[08-28-2019-14:27:39] Job 29:
[05-258-2019-16:07:39] Job 31:
[08-28-2019-16:07:39] Job 31:
[08-28-2019-16:07:39] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:07:40] Job 31:
[08-28-2019-16:15:04] Job 32:
[08-28-2019-16:15:04] Job 32:

Data disk blocks For file [starnextisnfs1 fkestifiles-50M/)
Data disk blocks For file [starnextisnfs1 fkest files-S0M/)
Data disk blocks For file [starnesxtisnfs1 fkestffiles-50rM/)
Data disk blocks For file [starnextisnfs1fkestifiles-50M/)
Data disk blocks For file [starnextisnfs1 frest files-50M/)
Data disk blocks For file [stornextisnfs1 fkest/files-50mM/)
9 aut af 9 disk copy remaves were successful,
Command SuccessFul,

Tertiary Manager software request received,

File fstornext)snfs1 fkestifiles-Skid1 [FO2 has been retri
File fstornextsnfs1 fkestifiles-Skid1 [FO3 has been rekrie
File fstornext)snfs1ftestifiles-Sk/d1 [f04 has been retri
File fstornetfsnfsltest Files-Skid1/f0S has been retries
File fstornextfsnfs1 fkestifiles-Skid1 [F10 has been rekrie
File fstornext)snfs1testifiles-Sk/d1/f11 has been retri
File fstornext)snfsl fkestifiles-Skidl [F12 has been retri
File fstornextfsnfs1 fkestifiles-Skid1 [F13 has been retrie
& ouk of 3 retrieves were successful,

Tertiary Manager software request received,

File fstornextfsnfs1 fkestifiles-Skid1 [FO6 has been rekrie
i 1 ouk of 1 retrieves were successful,

OK

To view a specific list of actions for a given job, in the Search field enter a job number preceded by the
term Job and then click Search. For example:
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Search: | Job 29 Search
L

[08-28-2019-14:27:39] Job 29: Data disk blacks far file [stornextfsnfs1 testifiles-S0M)
[08-28-2019-14:27:39] Job 29: Data disk blacks Faor file fstornesxtfsnfs1 ftestifiles-S0M)
[08-28-2019-14:27:39] ob 29: Data disk blacks Faor file fstornesxtfsnfs1 ftestifiles-S0M)
[08-28-2019-14:27:39] Job 29: Data disk blacks far file [stornextfsnfs1 ftestifiles-S0M)
[08-28-2019-14:27:39] Job 29: Data disk blacks Faor file [stornesxtfsnfs1 ftestifiles-S0M)
[03-28-2019-14;27:39] Job 29: Data disk blocks For file fstornextisnfs1/testifiles-S0Mb
[08-28-2019-14:27:39] Iob 29: 9 aut of 9 disk copy remaves were successful,
[08-28-2019-14:27:39] Job 29 Cammand Successful,

OK

To refresh the log, click Refresh.
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Search:

Search

Refresh

OK

How To Enable Recursive Retrieves

In the Offline File Manager icon in the notification tray you can click the Enable recursive retrieves menu
option to enable recursive retrieves. By default, Offline File Manager allows an action on only the first level

down from a directory. When you enable recursive retrieves, you can perform an action on the entire

directory tree.

Important Consideration About The Recursive Retrieve Command

There are two phases when you invoke a recursive retrieve command:

« Phase 1: Mapping of the directory and the files to determine which files are retrieved.

« Phase 2: The actual retrieves from tape, sdisk, and object storage.

During Phase 1 you can only execute one recursive retrieve command at a time. If you execute multiple

recursive retrieve commands concurrently, the processes fail and you are notified that an existing
recursive retrieve command is in progress.
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For example, if a recursive retrieve is currently running Phase 1 and an additional recursive retrieve is
invoked, the second request fails

However, if that same recursive retrieve is currently running Phase 2, and an additional recursive
retrieve is invoked, the second request is processed without any errors.

Caution: Use this option with caution as you might unintentionally retrieve or truncate millions of files.
Open log
Enable recursive retrieves

About Offline File Manager
Check for Updates...

Cuit

How To Quit the Offline File Manager (for Microsoft Windows) Application

To quit the Offline File Manager (for Microsoft Windows) application, perform the following procedure.
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1. On your desktop, click the Offline File Manager (for Microsoft Windows) icon in the notification tray.
2. Click Quit.

Open log

Enable recursive retrieves
About Offline File Manager
Check for Updates...

Quit

How To Check for an Update, or Install an Update, to the Offline File Manager (for Microsoft
Windows) Application

To check for an update, or install an update, to the Offline File Manager (for Microsoft Windows) application,
perform the following procedure.

1. Start the Offline File Manager (for Microsoft Windows) application.

2. Onyour desktop, click the Offline File Manager (for Microsoft Windows) icon in the notification tray.

Open log

Enable recursive retrieves
About Offline File Manager
Check for Updates...

Clurt

3. Click Check for Updates.... The Software Update dialog appears.
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4 Software Update X

[ ] A new version of Offline File Manager is available!

Offline File Manager 2.0.0 is now available (you have 1.1.0.055). Would you like to
download it now?

Release notes:

Offline File Manager 2.0.0 Release Notes

w New icons representing the truncation media backing a file.
» Bequires 2 StorlNext 6.3.0 MDC and chent
» New log wmdow for more convenient troubleshootmg
m New notificztions to open the log window
m  New menu item to open log window when Offline File hanager 13 ninning

m  Ability to enable recursive directory retrieves from sy stem menu

m NOTE: This will zllow the entire directory tree underlying a directory to be
retrigved

» This can canse unnecessary performance 1ssues 1If not needed.

m  Other bugs fixes and enhancements

Skip this version Rernind me later Install update

4. Click Install Update. This begins the application download process. Upon a successful download of
the application update, the Software Update dialog displays the following.

43 Software Update b4

[ ] Ready to install,
- —

Install update

5. Click Install Update. The Offline File Manager Setup dialog appears and you are prompted to
review the Quantum Corporation End User License Agreement ("EULA").
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jEJ Offline File Manager Setup — x

L). Offline File Manager

Quantum Corporation ~
End User License Agreement

This End User License Agreement (“EULA") defines the terms and
conditions of the license between Quantum Corporation, a Delaware
corporation with offices located in San Jose, CA ("Quantum™) and the

W

(11 agree to the license terms and conditions

E;'In:tall Close

6. Clickl agree to the license terms and conditions and then click Install.

0 Note: The installation package includes the Microsoft Visual C++ 2015 Redistributable (x64)
package, the Offline File Manager (for Microsoft Windows) application file
(OfflineFileManager.exe), the command line tool (snofflinecmd), and the required dynamic link
library (DLL) files to extend Windows Explorer.

7. After a successful installation, the Offline File Manager Setup dialog appears. Click Close.

45 Offline File Manager Setup — ot

(). Offline File Manager

Installation Successfully Completed

Cloze
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8. Close and reopen the Offline File Manager using the system tray.

How To Uninstall the Offline File Manager (for Microsoft Windows)
Application

Follow the procedure below to uninstall the Offline File Manager (for Microsoft Windows) application.

0 Note: The Offline File Manager (for Microsoft Windows) application requires administrative privileges.
You might be prompted for an administrative account during the uninstallation process.

1. Onthe Start menu, click Settings to display the Windows Settings dialog, and then click Apps.
Alternatively, type Apps & features in the Windows Search Bar.

2. Inthe Apps & features list, click Offline File Manager, and then click Uninstall. The Offline File
Manager Setup dialog appears.

{4 Offline File Manager Setup — et

[ ). Offline File Manager

Modify Setup

Uninstall Close

@ Note: If you receive an error when you attempt to open the Offline File Manager Setup dialog,
then open the Control Panel in Windows and click Uninstall a program. In the application list,
click Offline File Manager and then click Uninstall.

3. Click Uninstall. After a successful uninstallation, the Summary dialog appears.
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)
[). Offline File Manager

Uninstall Successfully Completed

Close

4. Click Close.

5. If you need to allow retrieves of truncated files after you uninstall the Offline File Manager (for Microsoft
Windows) application, do the following:

a. Unmount the StorNext file system from your client.

b. Edit/create a nss_cctl.xml file on your appliance. The XML configuration file is in the directory
/usr/cvfs/config/nss_cctl.xml (see the nss_cctl(4) command in the StorNext Man Pages
Reference Guide for additional information).

i. Inthe <client> section, verify there is an IP address of the Windows system.

Example

1| <client>

2 | <address value="fruit.company.com"/>
3 | <address value="banana.company.com"/>
4 | <address value="mdc-1.company.com"/>
5 <address value="mdc-2.company.com"/>
6 </client>

ii. Inthe <controls> section, verify the value of the denyRetrieves parameter is false.

Example

1 <controls>
2 | <mountReadOnly value="false"/>
3 | <mountDlanClient value="true"/>
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<takeOwnership value="true"/>
<exec value="true"/>

<suid value="true"/>
<denyRetrieves value="false"/>
<globalSuperUser value="true"/>
</controls>

OWooNOUV b

¢. Runthe following CLI command on your appliance to restart StorNext:

service cvfs restart

Alternatively, you can do the following to refresh your appliance:

> DSM_control bounce

> kill -HUP <fsmpm pid>

See Disable On-Demand Retrieve Operations for more information.

d. Remount on your client; you might need to reboot your client for the changes to take effect and to
open truncated files.

Command Line Interface Tools

A supplemental command line tool, snofflinecmd, is installed and located in the following directory:

C:\Program Files\Quantum\Offline File Manager\snofflinecmd\snofflinecmd.exe

The command line tool allows you to process an operation by providing the operation and the respective file
paths. For example:

snofflinecmd retrieve [-h] [-v] [-a] [-u user] [-p password] \path\to\file
[\next\file ...]

To display the usage of the tool, open a command prompt and run snofflinecmd with the -h argument. For
example:

C:\Program Files\Quantum\Offline File Manager\snofflinecmd\snofflinecmd.exe -h
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Below is the output of the snofflineemd command, which provides information on the usage of the tool.

# snofflinecmd retrieve [-h] [-v] [-a] [-u user] [-p password]
\path\to\file [\next\file ]

| ——- h => Display help menu

| === v | => Verbose output from command

| ——- a | => Perform action asynchronously

| ——-— file | => Path to file within relation point
| ——- u | => Username for Web Services v2

| === P | => Password for Web Services v2

# snofflinecmd|truncate [-h] [-v] [-a] [-u user] [-p password]
\path\to\file [\next\file .

| ——- h => Display help menu

| ——- % | => Verbose output from command

| === a | => Perform action asynchronously

| === file | => Path to file within relation point
| ——-— u | => Username for Web Services v2

| ——- P | => Password for Web Services v2

# snofflinecmd|store [-h] [-v] [-a] [-u user] [-p password]
\path\to\file [\next\file ]

| ——- h => Display help menu

| ——- v | => Verbose output from command

| === a | => Perform action asynchronously

| === file | => Path to file within relation point
| ——- u | => Username for Web Services v2

| ——- p | => Password for Web Services v2

# snofflinecmdlfileinfo [-h] [-u user] [-p password] \path\to\file
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[\next\file ...]

| ——- h = Display help menu

| === file | => Path to file within relation point
| ——-— u | => Username for Web Services v2

| ——- P | => Password for Web Services v2

# snofflinecmd jobinfo [-u user] [-p password] -m MOUNT JOBID [JOBID

| ——- MOUNT => Mount point to SNFS

| === JOBID | => The Job ID Value returned from a request,
| ——- | multiple may be used.

| === Examgle: snofflinecmd.exe jobinfo -m G:\ 145 232

| ——- u | => Username for Web Services v2

| ——- p | => Password for Web Services v2

Troubleshoot the Offline File Manager (for Microsoft Windows)
Application

Perform the following procedure if you experience issues with the context menu, or the icon overlays do not

appear.

1. Open a Windows Explorer window.

2. Open Task Manager. You can search for the term Task Manager by using the search bar next to the

Start button.
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3.

In the Apps section of the Processes tab, right-click Windows Explorer and then click Restart.

1% Task Manager
File  Options  Wiew
Performance App history Startup  Users Details Services

-~

Name

1% Task Manager

‘1 Windows Explorer

Background processe
[5z] Antimalware Service

[55] Application Frame

[®5] COM Surrogate
[#] COM Surrogate

[®E] COM Surrogate

1%
CPU

Expand

End task
Resource values
Create dump file

Go to details
Open file location

Search online

E Cortana Properties

[E] fsmpm.exe 0%
[5Z] Host Process for Windows Tasks 0%
5] Host Process for Windows Tasks 0%
= Microsoft Distributed Transacti... 0%

Fewser details

53%

Memory

6.3 MB

.3 MB

L5 MB
.0 MB
1.1 MB
16 MB
.2 MB
1.1 MB
2.4 MB
1.0 MB
2.6 MB

0.1 MB

0%
Disk

0 MB/s

0 ME/s

0 MEB/s
0 MB/s
0 MB/=
0 MEB/s
0 MB/s
0 MB/=
0 MEB/s
0 MB/s
0.1 MB/s

0 ME/s

0%
Metwork

0 Mbps

0 Mbps

0 Mbps
0 Mbps
0 Mbps
0 Mbps
0 Mbps
0 Mbps
0 Mbps
0 Mbps
0 Mbps

0 Mbps

O

Restart

X

Additional Considerations
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If you select a large group of files, then multiple jobs are created in batches of 250 file paths. These
jobs are logged in order of completion and might not be sequential.

Jobs may also be queued for long periods of time, depending on the number of jobs yet to complete,
and the configuration of the wsar_agent.

When you perform offline actions on a mixture of files and directories, only the directory is treated.

Files with names that are in the /usr/adic/TSM/config/excludes files cause errors when you attempt
to store or truncate.

The Offline File Manager (for Microsoft Windows) application cannot process illegal file names. Do not
attempt to perform actions on such files, or errors will occur.
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About FlexSync

Purpose-built to protect data that is managed by StorNext 6 and later, FlexSync is a simple, fast, and highly
efficient tool for creating local or remote replicas of file system data and metadata.

Use your FlexSync solution to protect an entire file system, a portion of a file system, or a specific directory.
By configuring FlexSync copy tasks using the intuitive FlexSync user interface, you can lower management
complexity and costs.

Beyond being simple to configure, FlexSync is also fast and efficient. Designed to protect very large file
systems, FlexSync can instantly determine the changes that have been made to a protected source file
system. Through this near instant file system change detection, FlexSync incrementally synchronizes those
changes — whether to the files or metadata — to a destination StorNext system.

This approach avoids the need to traverse through file systems to identify changes, which significantly
reduces the time needed to protect file system data and metadata from hours or days to minutes or seconds.
With FlexSync, you can easily create copy tasks that automatically replicate local or remote files wherever
they are needed, while allowing users to access and restore their protected file data.

For additional information about FlexSync, visit the FlexSync Documentation Center.

Multi-protocol File Locking

Beginning with StorNext 6.2 and in conjunction with Appliance Controller 2.2.0, additional support has been
added so that you can control access to files and directories. Additional information is provided below.

Overview

StorNext NAS allows you to enable Network File Sharing (NFS) and Server Message Block (SMB) sharing
of StorNext file systems (SNFS) using Quantum-supplied NFS and SMB software.

You can export a native SNFS client as:

« An SMB/samba share.

« ANFS exported directory.

You can also mount a native SNFS SAN or LAN client, as well as an Xsan client.
There are three access methods (AM) you can use to access SNFS data:

« SMB

« NFS

o Native SNFS (LAN or SAN clients)
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Prior to StorNext 6.2, concurrent access using different AMs was not supported. The following problems
existed:

« Missing file lock functionality
« Issues with Samba and NFS server fail-overs or restarts
« Differences in data and directory coherency, for example:

o oplocks were only known in SMB

What Are File Locks?

A file lock allows you to restrict concurrent access to files and directories. Some examples include:
o APOSIX advisory lock

« An SMB opportunistic locks (oplocks)

« A Windows Mandatory lock

« Windows Sharemodes allow you to deny or allow certain access

Other methods, for example:
o Creating, deleting, or I/O on “status” files or directories

o Changing the permission or access of certain directories

Why Is a File Lock Used?

Below is an example of how a file lock is used as a producer and consumer workflow.
1. An application locks out access and then produces a video stream.

2. Applications to consume on other nodes wait on the application's lock and then read the video stream
when unlocked or when their attempt to lock succeeds.

The consumer must be able to access the producer’s work. Applications expect data and directory contents
to have coherency (in other words, contain what the producer created and wrote) when the lock is released.
Each AM has different means of providing coherency.

Supported Locks

Beginning with StorNext 6.2 and in conjunction with Appliance Controller 2.2.0, the following lock types are
supported.

« POSIX advisory locks

o The NFS server and StorNext SNFS components are integrated.

o The native SNFS and NFS clients can lock correctly even across NFS server fail-overs.

0 Note: POSIX mandatory locks are not supported.
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« Below is a table indicating where you can use POSIX Advisory Locks.

0 Note: These locks are only applicable on *nix clients and over NFS.

POSIX
Advisory

Integrated
by AMs

NAS NFS
Client
(NN3C)*

NAS SMB
Client
(NSMC)

Linux
LAN/SAN
Client
(LNAC)

Xsan Client
(Xsan)

Windows
Native
SAN/LAN
(WNAC)

Windows
“Re-share”
Client
(WRC)

Not
Supported

v

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

v

Not
Supported

Not
Supported

Not
Supported

v

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

Not
Supported

* An NFS client waiting on a POSIX lock with F_SETLKW can take up to 30 seconds to wake-up after the

lock is released.

« SMB opportunistic locks (oplocks)

o

o

These are used by SMB internally by Windows and Linux clients.

macOS supports oplocks at the APl level but does not use them inside their SMB client

implementation.

In StorNext 6.2, oplocks are broken or not granted when any other access occurs by an AM. For

example:
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o AnNFS client
o A native SNFS client
o Another SMB client
ﬁ Note: Breaking or not granting an oplock helps with cluster coherency.

« Below is a table showing how different AMs operate with oplocks.

Oplock support by AMs Function

NAS NFS Client (NN3C) Break
NAS SMB Client (NSMC) Both
Linux LAN/SAN Client (LNAC) Break
Xsan Client (Xsan) Break
Windows Native SAN/LAN (WNAC) Both
Windows “Re-share” Client (WRC) Both

o Quantum provides limited support for the Windows Mandatory locks
o The locks work between Windows SMB clients
o The locks also work between Native Windows SNFS clients
o The locks do not work between SMB and Native SNFS clients

« POSIX and Windows locks are supported but do not interact with one another as expected; if both locks
are used on a file at the same time, then the results are indeterminate.

« Below is a table which provides a list of supported Windows Mandatory Lock, ShareModes, and AMs

ﬂ Note: Mandatory Windows locks and ShareModes only work on like access methods. Other access
methods like NFS or Linux ignore Windows’ specific capabilities.

@ Note: SNFS must have GlobalShareMode=Yes for ShareModes to function properly.

Mandatory Locks and Sharemodes Supported by NSMC WNAC WRC

AMs

NAS SMB Client (NSMC) v Not Not
Supported Supported
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Mandatory Locks and Sharemodes Supported by NSMC WNAC WRC

AMs

Windows Native SAN/LAN (WNAC) Not v v
Supported

Windows “Re-share” Client (WRC) Not v v
Supported

« Quantum provides support for other methods listed below:
o Creating, deleting, contents of “status” files

o With oplocks working, the contents of “status” files should have coherency in StorNext 6.2, with
some caveats.

o Changing the permission and access of certain directories and folders has not changed in StorNext
6.2

o The supportis as good as each AM’s coherency of data and directory contents

Data and Directory Coherency

The following are significant differences between NFS, SMB, and native SNFS:

« Native SNFS is the most coherent of the three access methods. Directory and data contents are
available immediately.

» The SNFS’ coherency model and SMB’s oplocks are integrated.

o This helps data coherency where oplocks are used, but directory contents and file/directory attributes
can be stale on SMB clients.

« The data coherency has been verified (with three caveats) between:
o NFS and SMB (NSMC)
o SMB (NSMC) and native SNFS
o SMB (NSMC) with other SMB clients

Caveat 1: The SMB folder contents depends on the platform:

o The folder cache can be several seconds old.

o Afile created over NFS or native SNFS may not appear for 5-10 seconds on a Windows or macOS
SMB client

o macOS has mixed results with stale directories and prior to macOS 10.14, directories have been
known to stick on empty

@ Note: Afile created in that directory fixes this issue.
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» Caveat 2: NFS caches data, file attributes, and directory contents
o Refreshes are fairly frequent
o The NFS coherency is loose

o Quantum recommends you insert a delay or retries on directories

@ Note: The delay needed is not as significant as with SMB

o Similarly for data contents on files. If a lock is released/obtained, NFS 1/0 might lag
o NFS does not lock or hold any locks when reading or writing files

« Below is a table which provides a list of supported data and directory coherency with different AMs.
Caveat 3isindicated by the *, **, and ***.

Coherency Supported NN3C NSMC LNAC Xsan WNAC WRC
by AMs

NAS NFS Client (NN3C) v v v v v v
NAS SMB Client v v v v v v
(NSMC) **

Linux LAN/SAN Client v v v v v v
(LNAC)

Xsan Client (Xsan) v v v v v v
Windows SNFS v v v v v v

SAN/LAN (WNAC)***

Windows “Re-share” v v v v v v
Client (WRC) ***

o *Coherency is as good as NFS provides

o ** Coherency is limited by SMB implementation of the client OS’ implementation
o Directory contents can be stale for many seconds
o Network disconnect or other errors can result in failed operations.

o *** There are known limitations.

Requirements and Guidelines

The following parameters are the minimum required in the configuration file, nfs.conf, on the macOS NFS
client for lock reclaims to function.
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nfs.statd.send_using tcp = 1

nfs.client.mount.options

resvport,vers=3

See also Coherency for workflows in NAS and SNFS Environments on page 1081.

Unmount and Mount a File System Used by SN-
NAS Shares

The following procedure applies to the Appliance Controller 2.1. or newer.

1. Execute the following commands on all of the nodes participating in a NAS cluster to stop the StorNext
NAS services and the Appliance Controller:

/usr/local/quantum/bin/snnas_service.py stop

systemctl stop snnas_controller

o Note: You must execute the two commands in succession to prevent systemd from attempting to
restart the StorNext NAS services (within 2 minutes).

2. Perform maintenance on the file system, and so on:
a. Umount the file system.
b. Configure the file system.

c. Mount the file system.

0 Note: Specific steps vary, depending upon the maintenance you need to perform.

3. Restart the Appliance Controller and the StorNext NAS services on all nodes:

systemctl start snnas_controller

/usr/local/quantum/bin/run-panshell -c ‘'system restart services all'

StorNext 6 User's Guide 252



Chapter 5: Storage Manager
Tasks

The Storage Manager menu contains options that enable you to perform the following Storage Manager-

related tasks:

Task

Description

Storage Components

Drive Pools

Media Actions
Media Manifests
Storage Exclusions

Truncation
Exclusions

Tape Consolidation

Library Operator
Interface

Software Requests

Scheduler

StorNext 6 User's Guide

View your system's libraries, storage disks, and tape drives, and place those devices
online or offline.

View, add, edit, or delete drive pools (groups of tape drives allocated for various
administrator-defined storage tasks).

Perform various actions on the storage media in your library.
Perform various actions on the storage media manifests in your library.
Specify file names to exclude from StorNext Storage Manager.

Specify file paths to exclude from the truncation process.

Enter parameters for automatically consolidating space on tape media.

The StorNext Library Operator Interface allows you to perform media-related actions
remotely from the library.

View current software requests in progress or cancel a request.

Schedule tasks to run automatically based on a specified schedule.
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Task Description

Alternate Retrieval Alternate Retrieval Location allows you to specify a remote retrieval location to use
Location and in situations where files stored on tape or a storage disk cannot be accessed.
Altern.ate Store Alternate Store Location provides an automatic system for copying files from a main
Location instance of StorNext to a remote instance of StorNext at the same time as copies are

made to tertiary storage at the main site.

Drive Replacement Allows you to update the drive serial number mappings.

Client-side Reports and manages the master keys used for client side encryption.
Encryption

System Parameters Allows you to set and modify StorNext system parameters.

Convert Database Allows you to split a global datafile into separate files for each table.

StorNext also features the Active Vault Policy feature. See Active Vault Policy on page 323.

This chapter contains the following topics:

Storage ComMPONENES 255
DrIVE POOIS .. L 258
Media ACHONS . 263
Media Manifests ... . 283
Storage EXCIUSIONS .. ..o 287
Truncation EXCIUSIONS ... L 290
Tape Consolidation .. ... ..o 293
Library Operator Interface ... .. L 295
Software ReQUESES .. 297
SChedUIer .. 208
Alternate Store and Retrieval Location ... ... 301
Distributed Data MoVer .. 314
Drive Replacement . 323
ACtVE VAU POICY . 323
System Parameters .l 330
ConvertDatabase ... ... 403
Tertiary Manager QUOTAS ... o 412
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Storage Components

The Storage Components option enables you to view your system's libraries, storage disks, and tape
drives, and place those devices online or offline. The Tools > Storage Manager > Storage Components
page is divided into the following sections:

Libraries

Storage Disks

Tape Drives

Object Storage

Object Storage Controllers
Object Storage /0O Paths

Access the Storage Components Page

On the Tools menu, click Storage Manager, and then click Storage Components.

Parameters and Descriptions on the Storage Components Page

Section Parameter Description

Libraries State The current state of the library (for example, Online).
Name The name of the library.

Storage Disks State The current state of the drive (for example, Online).
Storage Disk The name of the storage disk.
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Section Parameter Description
Tape Drives Serial Number The tape drive's serial number.
State The current state of the drive (for example, Online).
Status The current status of the drive (for example, Free).
User Alias The alias or label applied to a drive.
Mounted Media Indicates whether the drive currently has media mounted.

Dismount Delay The delay interval, if any, applied when the drive dismounts.

Compression Indicates whether compression is enabled (True) or disabled
(False).
Clean Cleans the selected tape drive(s) as a job running in the
background.
Object Storage State The current state of the Object Storage Appliance destination (for
Appliances example, Online).
Name The name of the Object Storage Appliance destination.
Provider The provider of the Object Storage Appliance destination.
Object Storage State The current state of the Object Storage Controller (for example,
Controllers Online).
Name The name of the Object Storage Controller.
Appliance The appliance of the Object Storage Controller.
Object Storage 1/0 State The current state of the Object Storage I/0 Path (for example,
Paths Online).
Name The name of the Object Storage 1/0 Path.
IP Address The IP Address/Host name of the Object Storage I/O Path.
Controller The name of the parent Object Storage Controller.

Set Devices Online and Offline
The process for setting devices online or offline is identical regardless of device type.
1. Selectthe library, storage disk or tape drive you want to place online or offline.

2. (Optional) You can also select multiple devices in each category.

StorNext 6 User's Guide 256



Chapter 5: Storage Manager Tasks
Storage Components

3. After you are satisfied with your selections, click Online to place selected devices online, or click Offline
to take selected devices offline.

Additional Options for Tape Drives

There are four additional options available for tape drives:

Option Description

Dismount Delay This option enables you to specify the time, in seconds, that a tape drive remains idle before
the media in that drive is dismounted.

Select the tape drives for which you want the delay, enter the desired time interval at the
Dismount Delay field, and then click Dismount Delay.

Enable Compression is a feature supported by some tape drives which maximizes the amount of
Compression available storage space.
0 Note: This does not apply to LTFS media. LTFS media compression is controlled by
the system parameter LTFS_COMPRESSION. For LTFS formatted media,
compression is enabled by default.

To enable compression, select the tape drives for which you want to enable compression
and then click Enable Compression.

Disable If compression was previously enabled and you want to disable it, select the tape drives for
Compression which you want to disable compression and then click Disable Compression.

0 Note: To disable compression for LTFS media, set the Storage Manager system
parameter LTFS_COMPRESSION=false; in the fs_sysparm_override file. To
modify the configuration file, see Manually Modify the Storage Manager Configuration.

Clean This option allows you to request that a drive be cleaned.

Before choosing this option, make sure the tape drive is loaded with a cleaning cartridge.
When you are ready to proceed, click Clean.

Supported Barcode Formats

Quantum supplies industry standard LTO barcode labels with a length of six (6) barcode characters + two
(2) media identifier characters.

@ Note: Your Quantum library supports tape cartridge barcode label lengths of up to fifteen (15)
characters. However, refer to the Barcode Label Requirements for details as LTO barcode labels
longer than thirteen (13) characters may not conform to the barcode label requirements when it is
affixed to the LTO tape cartridge.

Barcode Label Requirements

Cartridges must have an external barcode label that is machine readable. Quantum-supplied barcode labels
provide the best results. Barcode labels from other sources can be used, but they must meet the following
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requirements:

ANSIMH10.8M-1983 Standard
Font: Code 39 (3 0f 9)

Allowable characters: Uppercase letters A to Z and numeric values 0to 9

o Note: Checksum characters are not supported on barcode labels.

Number of characters: 5 to 15 (default for LTO is 6+2)

Background reflection: Greater than 25 percent

Print contrast: Greater than 75 percent

Ratio: Greater than 2.2

Module: Minimum 254 mm (10 mil)

Print tolerance: £ 57 mm

Length of the rest zones: 5.25 mm + 0.25 mm

No black marks may be present in the intermediate spaces or rest zones

No white areas may be present on the bars

Drive Pools

Drive pools are groups of tape drives allocated for various administrator-defined storage tasks, and enable
you to delimit storage processes based on data type, performance, security, location, or all of these
variables. Drive pools can reside in a single tape library or span multiple tape libraries.

If you have multiple tape libraries, you can use Dynamic Library Pooling (DLP) to improve data availability
and data protection by intelligently managing data across multiple tape libraries. See Dynamic Library
Pooling (DLP) on page 260.

Information on the Drive Pools Page

Parameter Description

Drive Pool Name The name of the drive pools currently configured.
Member Count The number of drives the pool contains.
Member Drive ID List The internal StorNext ID of the drives the pool contains.
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View Drive Pool Information

1.
2.

3.

On the Tools menu, click Storage Manager, and then click Drive Pools.

Select the drive pool whose information you want to see, and then click View. The following information
appears:

« Serial Number: The serial numbers of all tape drives in the drive pool.
« Drive Alias: The corresponding alias number for each drive.

« Media Type: The type of tape drive media for each drive (for example, LTO, Lattus, SSCOMPAT, Q-
Cloud, or a Storage Disk).

« Library: The name of the library to which each drive belongs.
« Pool Name: The name of the drive pool to which each drive belongs.

When you are finished viewing drive pool information, click Done.

Add a Drive Pool

0 Note: This procedure requires restarting the StorNext Storage Manager component.

1.
2.
3.

On the Tools menu, click Storage Manager, and then click Drive Pools.
Click New to add a new drive pool.

Enter the following fields:

« Drive Pool Name: The name of the new drive pool you are creating.

« Available Drives: Select one or more available drives for the new drive pool.
Click Apply.

5. When the confirmation message appears, click Yes to proceed or No to abort.

After a message informs you that the drive pool was successfully created, click OK to continue.

Edit a Drive Pool

@ Note: This procedure requires restarting the StorNext Storage Manager component.

1.

2
3.
4

On the Tools menu, click Storage Manager, and then click Drive Pools.

. Select the drive pool you want to modify, and then click Edit.

Select or deselect available drives for the drive pool (you cannot change the drive pool name).

. Perform one of the following:

« Click Add Drives to add the selected drives from the drive pool.

« Click Remove Drives to remove the selected drives from the drive pool.
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5. Click Done to confirm your changes.
6. When the confirmation message appears, click Yes to proceed or No to abort.

7. After a message informs you that the drive pool was successfully modified, click OK to continue.

Delete a Drive Pool

Before you begin, you must first remove all drives in the pool you want to delete. Follow the procedure in Edit
a Drive Pool on the previous page to remove all drives from the pool.

Caution: Atleast one drive pool must be configured at all times. Do not delete the default drive pool.

On the Tools menu, click Storage Manager, and then click Drive Pools.
Select the drive pool you want to delete, and then click Delete.

When a confirmation message appears, click Yes to proceed with the deletion or No to abort.

b=

After a message informs you that the drive pool was successfully deleted, click OK.

Dynamic Library Pooling (DLP)

If you have multiple tape libraries, you can use Dynamic Library Pooling (DLP) to improve data availability
and data protection by intelligently managing data across multiple tape libraries. DLP provides the flexibility
to spread your data fairly evenly across multiple libraries, thereby achieving data redundancy and protection
at the tape library level. In a situation where an entire tape library goes down, you have continued availability
of your data from the other libraries and can continue to store your data to other libraries.

DLP Configuration

Dynamic Library Pooling is flexible and scalable enough to support directing every data copy to one or more
tape libraries on a rotating basis. Do the following to configure DLP on your StorNext system so that copy 1
datais directed to Library 1, Library 2 and Library 3 on a rotating basis. Additionally, copy 2 data is
directed to Library 4, Library 5 and Library 6 on a rotating basis.

0 Note: The procedure below is just one example. Other configurations are supported.
1. Install StorNext.

a. Complete all configuration steps (including tape libraries and policy classes).

b. Accessthe StorNext GUIAccess the StorNext GUI.

2. Onthe Tools menu, click Storage Manager, and then click Drive Pools.

3. Define a drive pool for each tape library, and then configure each pool to contain all the drives in that
library.

For example:
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Library Number Drive Number(s) in Library Name of Pool Drive Number(s) in Pool
1 1,2,3,4,5 pool1 1,2,3,4,5

2 6,7,8,9 10 pool2 6,7,8,9 10

3 11,12, 13, 14,15 pool3 11,12,13, 14,15

4 16,17 ,18,19,20 pool4 16, 17 ,18,19,20

5 21,22, 23,24,25 pool5 21,22, 23, 24,25

6 26, 27, 28, 29, 30 pool6 26, 27, 28, 29, 30

4. Use a command line editor to open the /usr/adic/TSM/config/fs_sysparm_override file. Add the
necessary DLP system parameters to define the DLP drive pool sets for each copy number.

0 Note: You can define up to 8 DLP drive pool sets, one for each copy number.

For example:

DLP_COPY1_DRIVEPOOL_SET=pooll,pool2,pool3;
DLP_COPY2_DRIVEPOOL_SET=pool4,pool5,pool6;

5. Use the command line to set each tape library to unattended.

For example:

vsarchiveconfig -o n -u scsi -n Libraryl
vsarchiveconfig -0 n -u scsi -n Library2
vsarchiveconfig -0 n -u scsi -n Library3
vsarchiveconfig -o n -u scsi -n Library4
vsarchiveconfig -o n -u scsi -n Library5

vsarchiveconfig -0 n -u scsi -n Library6

6. Use the command line to enable DLP for each policy class in which you want DLP supported.

For example:

fsmodclass policyl -H y
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7. Using the StorNext GUI, cycle the Storage Manager.
a. Onthe Tools menu, click System Control.

b. Inthe Storage Manager section, click Stop. Your are prompted to confirm if you want to stop the
Storage Manager. Click Yes, and then click OK after the confirmation dialog appears.

c. Inthe Storage Manager section, click Start, and then click OK after the confirmation dialog
appears.
DLP Behavior

After you perform the DLP configuration, as files come into the system, they are stored in clusters per the
policy class settings. Each cluster is stored to the next drive pool defined in the DLP drive pool rotation.

For example:
« Auser creates 9000 files.
« StorNext launches a store policy.
« StorNext groups the files into three clusters to be stored. Each cluster contains 3000 files.
» Thefirst set of 3000 files are stored as follows:
o Copy 1 of the files are stored using pool1 (Library 1 - Drive 1).
o Copy 2 of the files are stored using pool4 (Library 4 - Drive 16).
» The second set of 3000 files are stored as follows:
o Copy 1 of the files are stored using pool2 (Library 2 - Drive 6).
o Copy 2 of the files are stored using pool5 (Library 5 - Drive 21).
« The third set of 3000 files are stored as follows:
o Copy 1 of the files are stored using pool3 (Library 3 - Drive 11).
o Copy 2 of the files are stored using pool6 (Library 6 - Drive 26).

DLP Caveats and Notes
Below is a list of known caveats and special notes associated with the DLP feature.

« Asnotedin DLP Configuration on page 260, you must execute some configuration using the command
line.

« You cannot configure a policy class with a class-specific DLP drive pool set. The configured DLP drive
pool sets apply universally to all policy classes for which DLP has been enabled.

« DLP drive pool sets apply only to policy classes in which DLP has been enabled.
« DLP drive pool sets apply only to store operations (not retrieve operations).
« DLP drive pool sets do not apply to the fsfilecopy or fsmedcopy commands.

« Ifyou update any DLP drive pool set, you must cycle the Storage Manager to pick up the changes.
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» Under DLP, each version of a particular file may be stored to a different library. This might occur if you
configure multiple drive pools representing multiple tape libraries for a particular data copy.

« If you configure any store pools for a policy class, then the store pools are not used when DLP is enabled
on that class.

« A tape mount request from a vault typically results in an admin request to move the media to the tape
library when the tape library itself is in attended mode. In the case of an unattended tape library, the tape
mount request from a vault fails with an admin alert stating that no drives are available for mount.
Interoperability between a DLP tape library and a vault is not supported.

DLP Best Practices

« DLP is more advantageous when more libraries are used. Data is more protected when the data is
spread across multiple libraries. Quantum recommends a minimum of three libraries:

o Two libraries for Copy 1.
o One library for Copy 2.
» Quantum recommends that you restrict each DLP drive pool to a single library.

« If you have multiple DLP drive pools within the same library, this configuration does not add any
advantage over normal StorNext operations.

Media Actions

The Tools menu's Media Actions option enables you to perform various actions on the storage media in your
library.

To access the Tools > Storage Manager > Media Actions page, choose Media Actions from the Tools
> Storage Manager menu.

Tape Export and Import FAQ

Imagine a case where a tape is holding the first segments of 20 files. Each of those 20 files
contain 12 segments that collectively span 100 different tapes. If you export that tape as ANTF,
does StorNext instantly grab and try to load all those tapes or does it grab just the first 12 that
make up the first file?

All source tapes are marked as EXPORT to avoid them being used for any other purposes while the export
process is underway. However, the source tapes are processed one at a time. The export operation uses at
most two tape drives at any given time, one for the source tape and one for the destination tape.

Export has two primary modes of operation:
« Export
« Export Copy
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Assume this is an Export Copy scenario in which you want the export process to make copies of tapes and
export those copies (retaining the original tapes in the system).

For the case in which you identify one tape you wish to copy-export, the export process discovers all the files
that reside on that tape and identifies segments of those files that reside on other tapes. It then determines if
all the necessary tapes have been listed as part of the export command to account for all segments. If it
determines that not all tapes have been listed, it ends prematurely and inform you of the necessary media
IDs that need to be included in the command.

Unfortunately, this can result in a cascading effect because as you add media IDs to the list, the files for
those media are also checked to make sure all segments on other tapes are accounted for.

There is a way to avoid this cascading effect. In addition to supporting the export of data on a media ID basis,
the fsexport command supports exporting data on a file name basis. You can specify a list of files or
directories to copy-export. When run in this manner, the export process finds all the media on which the file
segments reside and copy only the specified files to new tapes. Those copies are exported.

If | update the segment size in the fs_sysparm_override file, does the export process use the
new segment size?

No, the new segment size does not have an effect on the export process. The export process uses the
segment size of the source file when it copies the data.

Are all versions of a file be exported?
If there are multiple versions of a file, only the most recent version is copied and exported.

Is there a way to know ahead of time how many tapes are required when files are segmented
across several different tapes?

The fsexport command does support a report mode, but it only lists the files that would be exported.
Currently, it does not specify all the media IDs that are needed to complete the segments.

How are all the needed tapes flagged in the export process?

All the source tapes that are needed and all the destination tapes that are selected are marked as EXPORT
to avoid them being used for any other purposes while the export process is underway. The EXPORT flag is
removed from each source tape after it is processed.

What does the import at the destination site look like for segmented files?

The export process generates a manifest file for each tape that is exported. These manifest files assist
fsimport in reconciling all the segments for the files. If there are any media IDs unaccounted for, the fsimport
process informs you. Without the manifest file, the fsimport process cannot reconcile file segments residing
on separate tapes, and the import process fails to import files that have missing segments.

Does the export process write out the manifest file to go along with the new tape it creates?

Yes, the export process generates a manifest file for every new tape it creates; it generates a manifest file
for every tape that is exported out of the system, whether it is a tape copy that it creates (Export Copy
scenario) or an original source tape that is exported (Export scenario).

You can find the manifest files at:
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/usr/adic/TSM/internal/manifests/exportManifest.<mediaid>

Which version of StorNext supports these manifest files?

The media manifest files are supported beginning with the StorNext 6.2.0 release, as part of the ANTF
Export/Import feature enhancement.

Assuming you have segmented files and wants to perform an Export Copy operation on the
command line using fsexport with a batch file, does the operation also generate the necessary
manifest files so that the destination site can perform the import?

Yes, for every flavor of fsexport (except report mode), a manifest file is created for every tape that is
exported out of the system.

0 Note: After the fsexport process completes, you must use the StorNext Library Operator Interface to
physically move the media to the tape library's I/E port.

View Media Information

After you choose the Media Actions option, the following information about all of the storage media
appears:

« Media ID: The unique identifier for the media

« Library: The name of the library in which the media currently resides
o Media Type: The type of media

« Media Format: The format of the media

« Formatted: Displays whether the media is formatted (true if the media is formatted, or false if the media
is not formatted).

« Status: Displays the status of the media.

« Media Class: The media class to which the media belongs

« Policy Class: The policy class to which the media belongs

« Mark Status: Displays whether the media is marked or unmarked.

« Suspectt: Indicates whether the media is considered suspect (possibly unreliable or defective)
« Write Protected: Indicates whether the media is write protected

» File Segment Count: The number of files saved on the media

» % Used: Indicates the percentage of the media which is currently used

« Copy: Indicates the policy class copy number on the media

« Mounted in Drive: Indicates whether the media is currently mounted in a drive

« Last Accessed: Indicates the date and time when the media was last accessed

StorNext 6 User's Guide 265



Chapter 5: Storage Manager Tasks
Media Actions

Filter Media

Most Media Actions screens contain a filtering feature that allows you to restrict the available media to
those whose media ID match the string you specify. Follow these steps to filter media:

1. Atthe Media ID Filter field, enter the string you want all available media IDs to match. Wildcards can
be used in the string.

2. Click Set Filter.

3. Click Refresh to update the list of available media. Only media whose IDs match the string you entered
will be shown.

4. Toresetthe filter string, click Clear Filter. If desired, repeat steps 1 - 3 to use a new filter string.

Perform Media Actions

At the top of the page is a drop-down list of actions you can perform for selected media. First choose one of
these options from the Available Actions list. After the desired action is selected, a new page appears
displaying the necessary information to perform the action.

Add Media Bulk Load

Select this option to add media to a library via bulk loading. Before running this action, you must first add the
new media into the desired library through a manual process. The media must be inserted through internal
slots, not into the mailbox. (That is, you must open the library door and put new media in the internal slots,
close the library, allow it to do an audit, and then run this action.)

1. Select from the Library drop-down list the library into which you want to bulk load media.
2. Click Apply.

3. When the confirmation message appears, click Yes to proceed, or No to abort.

Add Media Mailbox

Select this option to add media through a library mailbox. Depending on how your library works, you may
need to manually load media into the library mailbox prior to running this action. Or, after running this action
you may be prompted to load media into the mailbox. This action is library dependent.

1. Inthe Library list, select the library into which you want to add a media mailbox.
2. Inthe Add Media Mailbox Parameters section, select the Port from the list.
3. Click Apply.

4. When the confirmation message appears, click Yes to proceed, or No to abort.
5. When a message informs you that the operation was successful, click OK.

After you see this message you are ready to load media through the library mailbox. If an error message
appears and indicates "Failed to import Media from Mailbox", the new media needs to be inserted into
the mailbox prior to running this action. Click OK, add new media to the mailbox, and rerun this action.
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If a message informs you that the operation was successful, click OK. After you see this message you
are ready to load media into the library mailbox.

Assign Media to Policy Class

Select this option to assign media to a previously created policy class. This media action operates only on
media that is currently blank, whether it is assigned to a policy class or is scratch. All media that contain data
are filtered from this action.

1. Select one or more media to assign, or check the box to the left of the Media ID heading to assign all
media.

2. Selectfrom the Destination Policy Class drop-down list the policy class to which you want to assign
the selected media.

3. Click Apply.
4. When the confirmation message appears, click Yes to assign the selected media, or No to abort.

Clean Media by File System

Select this option if you want to select media for cleaning based on the file system with which media are
associated. When you run this function, the StorNext Storage Manager removes from the file system
inactive files that have not been accessed since the specified endtime. This process does not affect current
file versions on the media. Periodic cleaning helps prevent inactive information from growing to an
unmanageable size.

Caution: Inactive file versions cleaned from the media cannot be recovered or used again.

1. Selectfrom the Managed and Mounted File Systems drop-down list the file system to be cleaned.

2. Atthe End Time field, enter the date and time you want the cleaning process to stop. The default is the
current date and time.

3. Click Apply.
4. When the confirmation message appears, click Yes to begin cleaning media, or No to abort.

Clean Media by Media ID

Select this option if you want to select media for cleaning based on media ID. When you run this function, the
StorNext Storage Manager removes inactive files from the media that have not been accessed since the
specified end time. This process does not affect current file versions on the media. Periodic cleaning helps
prevent inactive information from growing to an unmanageable size.

Caution: Inactive file versions cleaned from the media cannot be recovered or used again.

1. Select one or more media you want to clean, or check the box to the left of the Media ID heading to
select all media.
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2. Atthe End Time field, enter the date and time you want the cleaning process to stop. The default is the
current date and time.

3. Click Apply.

4. When the confirmation message appears, click Yes to begin cleaning media, or No to abort.

Clean Media by Policy Class

Select this option if you want to select media for cleaning based on the policy class with which media are
associated. When you select this option all media on the selected file system are cleaned. When you run this
function, the StorNext Storage Manager removes inactive files associated with the selected policy class that
have not been accessed since the specified end time. This process does not affect current file versions on
the media. Periodic cleaning helps prevent inactive information from growing to an unmanageable size.

Caution: Inactive file versions cleaned from the media cannot be recovered or used again.

1. Selectfrom the Policy Classes drop-down list the policy class whose media you want to clean.

2. Atthe End Time field, enter the date and time when you want the cleaning processing to stop. The
default is the current date and time.

3. Click Apply.

4. When the confirmation message appears, click Yes to begin cleaning media, or No to abort.

Dismount Media

Select this option to manually dismount a piece of previously mounted media from a drive.
1. Select the media you want to dismount.
2. Click Apply.

3. When the confirmation message appears, click Yes to dismount the media, or No to abort.

Export Media

Select this option to export storage media that contain file data from the Tertiary Manager system. After
performing this action, the media can be physically removed either by using Media Manager commands or
by using the Library Operator Interface (LOI) in the StorNext GUI. Once media are exported from one
Tertiary Manager system, they may be imported into another Tertiary Manager system using the Import
Media on page 270 action.

As part of the export process, the Export Media action also provides the option to automatically remove any
non-truncated files from disk if the exported media represents the only existing copies of those files. Once
the export process completes successfully, any exported media cease to be known to the Tertiary Manager
system.

The Export Media action generates a manifest file for each media that is exported. These manifest files are
used by the Import Media on page 270 action to aid in the import process. A listing of the manifest files can
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be found in the Media Manifests panel in the StorNext GUI. By default, the manifest files are deposited in the
lusr/adic/TSM/internal/manifests directory. It is your responsibility to manage and remove any files from
this directory as needed.

1. Select the media you want to export.

2. (Optional) Click Remove Resident (Non-truncated) Disk Files to remove non-truncated files on
the file system from the media.

Caution: Use caution when selecting this option as data loss may occur. Files on this media that
do not have existing copies on other media are removed from the disk, whether they are truncated

or not.

3. Click Apply.
4. When the confirmation message appears, click Yes to export the media, or No to abort.

Export Copy of Media

Select this option to export a copy of each media. The Tertiary Manager system mounts the media, copies all
active file versions from each source media to a destination media, unmounts the media, and exports all
destination media from the system. After performing this action, the media can be physically removed either
by using Media Manager commands or by using the Library Operator Interface (LOI) in the StorNext GUI.
Once media are exported from one Tertiary Manager system, they may be imported into another Tertiary
Manager system using the Import Media on the next page action.

@ Note: Currently the Tertiary Manager system does not support LTFS segmented files. Therefore, any
multiple-segment files residing on ANTF source media cannot be exported to LTFS destination media.

« The source media may be in either LTFS or ANTF format.

« You can select a specific destination media instead of blank media for export.

« The source media will remain within TSM.

« The exported media will not contain any inactive file copy versions.

« For each file on each source media, files will not be removed from the file system, whether they are
truncated or not.

The Export Copy of Media action will generate a manifest file for each media that is exported. These
manifest files are used by the Import Media on the next page action to aid in the import process. A listing of
the manifest files can be found in the Media Manifests panel in the StorNext GUI. By default, the manifest
files are deposited in the lusr/adic/TSM/internal/manifests directory. It is your responsibility to manage
and remove any files from this directory as needed.

1. Select the media you want to export as a copy.

2. (Optional) Select Copy Equivalent to create a one-to-one copy of the media when exporting multiple
media. If you select this option, the Destination Media option becomes disabled.

3. Select Destination Media Format as either ANTF or LTFS.
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Select the Destination Media, either Any Available Blank LTO Media or Specific LTO Media.
If available, select the Destination Media ID.
(Optional) Select the Source Drive Pool and Destination Drive Pool.

Click Apply.

© N o o &

When the confirmation message appears, click Yes to export the copy of the media, or No to abort.

Import Media

Select this option to import media after the media has been physically inserted into the I/E port (mailbox) of
the tape library. The Tertiary Manager system mounts the tape and populates the file system with the files
from the tape. Two types of data ingest options are available:

« File Ingest: For file ingest, the contents of the media are copied into a destination directory. There are no
references kept in the Tertiary Manager system of the imported media, allowing the media to be removed
from the system immediately after the file ingest is complete.

« Media Ingest: For media ingest, media are scanned and database entries are added for the files on the
media. The destination directory is then populated with truncated files, which may later be retrieved from
the ingested media after the ingest operation is complete. The media is retained by the Tertiary Manager
system after the media ingest is complete.

To aid in the import process, the Import Media action makes use of manifest files that are generated by the
Export Media on page 268 and Export Copy of Media on the previous page actions. Itis highly
recommended that manifest files always be used when available. If a manifest file is not specified, a Media
Ingest operation:

« Imports all files on the media regardless of whether the files were deleted from the source file system.
« Does notimport file checksums.
« Does not inform you which media IDs you need to completely ingest segmented files that span media.
» Might take longer to complete its operations.

1. Select the tape library from the Library drop-down list.

2. (Optional) Click Show previously imported media to display previously imported media that you
can retry in the event of a partial (or a full) import operation failure.

3. Ifthe media of interest are not listed in the Media section, select Scan Mailbox to populate the list.
4. Select the media you want to import.

5. (Optional) Select Use Media Manifest. If manifests files are available for all media, this option will be
automatically selected. If any manifest files are unavailable for the selected media, this option will be
unavailable.

6. Selectthe Media Format as either ANTF or LTFS.

0 Note: Importing ANTF mediais limited to the Media Ingest option.
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7. Selectthe Ingest Type.

o For Media Ingest:

@ Note: Importing ANTF media is limited to only this ingest type.

a

b.

5 Q@

(Optional) Select Media Manifest. The default is None if a media manifest does not exist.

Select the Media Format.

ﬂ Note: Importing ANTF media is limited to only the Media ingest type.
Select the Ingest Type.

@ Note: Importing ANTF media is limited to only the Media ingest type.
Select the File System.

Select the Relation Point.

(Optional) Select Directory Filter.
(Optional) Select Directory.

(Optional) Select Strip Path.

(Optional) Select Drive Pool.

(Optional) Select Copy Number.
(Optional) Select User ID (Numeric).
(Optional) Select Group ID (Numeric).
(Optional) Select File Permissions (Octal).

(Optional) Select Populate Filesystem. This option allows you to recover files to the file
system and is enabled by default.

« ForFile Ingest:

0 Note: This ingest type is only supported for LTFS media.

a.
b.

C.

(Optional) Select Media Manifest. The default is None if a media manifest does not exist.

Select the Media Format.

ﬂ Note: The Files ingest type is only supported for LTFS media.
Select the Ingest Type.

@ Note: The Files ingest type is only supported for LTFS media.
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d. SelectFile System.
e. (Optional) Select Directory Filter.

—h

(Optional) Select Directory.
(Optional) Select Strip Path.
(Optional) Select Drive Pool.

S a

(Optional) Select User ID (Numeric).
j. (Optional) Select Group ID (Numeric).
k. (Optional) Select File Permissions (Octal).
I. (Optional) Select Eject Media After Ingest.
8. Click Apply.

9. When the confirmation message appears, click Yes to import the media, or No to abort.

Manual Steps to Achieve File Ingest for ANTF Media

The Import Media action supports Media Ingest for ANTF media, but it does not support File Ingest
for ANTF media. Below are the manual steps you can perform to effectively achieve a File Ingest:

1. Runthe Media Ingest operation on the ANTF media as described above.

2. After the Media Ingest operation has completed, change the media ownership status from
Imported to Owned by running the following CLI command:

fschmedstate -s owned 000089

3. Setthe media to write protected status by running the following CLI command:

fschmedstate -s protect 000089

4. Retrieve all the files that were imported by running the following CLI command:

fsretrieve -R /stornext/snfsl/antf/import/

Important Consideration About The Recursive Retrieve Command

There are two phases when you invoke a recursive retrieve command:
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« Phase 1: Mapping of the directory and the files to determine which files are retrieved.
« Phase 2: The actual retrieves from tape, sdisk, and object storage.

During Phase 1 you can only execute one recursive retrieve command at a time. If you execute
multiple recursive retrieve commands concurrently, the processes fail and you are notified that an
existing recursive retrieve command is in progress.

For example, if a recursive retrieve is currently running Phase 1 and an additional recursive
retrieve is invoked, the second request fails

However, if that same recursive retrieve is currently running Phase 2, and an additional
recursive retrieve is invoked, the second request is processed without any errors.

Remove all the tape copies for the files that were imported by running the following CLI command:

fsrmcopy -a -R /stornext/snfsl/antf/import/

. Clean the media to make it go blank by running the following command:

fsclean -t -P -m 000089

. Remove the media from TSM by running the following command:

fsmedout 000089

. Ejectthe media using the Library Operator Interface on page 295.

Manual Move Media

Select this option to manually move media from one library to another. This media action is typically used to
move media to a new archive from a dead or offline archive.

1.
2.

Select from the Library drop-down list the library containing the media you want to move.

Select one or more media to move, or check the box to the left of the Media ID heading to select all
media.

At the Move Media Parameters > Destination Library field, select the destination library to which

you want to manually move the selected media.
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4. Click Apply.

5. Complete the process by manually moving the media you specified to the destination library.

Media Attributes

Select this option to view the attributes currently assigned to your media, or to change attributes.

1. If desired, filter the displayed list of media by selecting one or more of the following media attribute
filters: Suspect, Marked, Full, Unavailable, or Write Protected. The list refreshes each time you
select a media attribute filter.

« Suspect means the media might not be physically sound, and could be in a potentially damaged or
unusable condition.

« Marked means the media should be made inaccessible.
« Full means the media has reached capacity and should not be available for further writing.
« Unavailable means the media is not available for writing or reading.

« Write Protected means the media is protected against further writing and cannot be overwritten or
have data added.

2. Selectfrom the list one or more media whose attributes you want to change, or click All to select all
media.

Select from the New Media State drop-down the desired attribute to apply to the selected media.
Click Apply.
When the confirmation message appears, click Yes to move the selected media, or No to abort.

o gk~ w

Repeat Step 3 through Step 5 to apply additional attributes to the selected media.

Mount Media
Select this option to manually mount a piece of storage media into a drive.
1. Selectfrom the Library list the library containing the media you want to mount.
2. Select the media to mount.
3. Select from the Drive list the drive in which the media is to be mounted.
4. Click Apply.
5

. When the confirmation message appears, click Yes to mount the media, or No to abort.

Move Media

Select this option to move media from one library to another. This media action will retain all information
about the data contained on the media being moved.
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1. Select from the Library list the library containing the media you want to move.
2. Atthe Media Class field, select the desired media class or choose Show All Media Classes.

3. Ifdesired, specify a search filter for media IDs at the Media ID Filter field. When you specify afilter,
only media IDs containing the filter string will be displayed. After you enter the filter string, click Set
Filter to apply your entry. If necessary, click Refresh to update the display. To remove the filter at any
time, click Clear Filter.

4. Select one or more media to move, or check the box to the left of the Media ID heading to select all
media.

5. Atthe Move Media Parameters > Destination Library field, select the destination library to which
you want to move the selected media.

6. Click Apply.
7. When the confirmation message appears, click Yes to move the selected media, or No to abort.

8. Use the Library Operator Interface feature to complete the actual physical move of the media. See
Library Operator Interface on page 295 for more information.

Purge Media

Select this option to purge media from the StorNext Storage Manager. All files are removed from the
selected media, and then the media is removed from the StorNext Storage Manager and is physically
ejected from the library.

Caution: This media action removes all data and information about the data contained on the media
prior to it being removed from the library. This information cannot be restored once it is removed.

1. Selectfrom the Library list the library containing the media you want to purge.

2. Select one or more media to purge, or check the box to the left of the Media ID heading to select all
media.

3. Click Apply.
4. When the confirmation message appears, click Yes to purge the selected media, or No to abort.

5. Use the Library Operator Interface feature to complete the actual physical removal of the media. See
Library Operator Interface on page 295 for more information.

Reassign Orphaned Media

Select this option to re-assign orphaned media (for example, media currently in transit, with no current or
pending archive ID set) to the intended archive.

1. Select from the Library list the library containing the orphaned media you want to reassign.

2. Select one or more media, or check the box to the left of the Media ID heading to select all media.
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At the Reassign Orphaned Media Parameters > Destination Library field, select the destination
library to which you want to reassign the selected media.

Atthe Reassign Orphaned Media Parameters > Current Media Location field, select the location
where the selected media is currently located.

Click Apply.

6. Complete the process by reassigning the media you specified to the destination library.

Reclassify Media

Select this option to change the media classification.

1.

Select from the Media Class drop-down list the current media class designation you want to change.
After you select the desired class, all media that currently have this classification appear in the Media
section.

Select one or more media to reclassify, or check the box to the left of the Media ID heading to select all
media.

Select from the Destination Media Class drop-down list the new media class designation for the
selected media. Select one of these options:

« DATA: This media class means that media are candidates for read/write operations. Most media
residing in the library have this classification unless they are full.

« ADDBLANK: This is the default class with which media are associated when they are added to
StorNext MSM. Running the Fsmedin command pulls media from this class and changes the
classification to DATA.

« IMPORT: Before running the fsmedin command on TSM-exported media, the classification should
be changed to IMPORT.

« CHECKIN: This classification is used for re-entering media which have been checked out. Media
must be reclassified with CHECKIN prior to TSM performing fsmedin with the checkin option.

« MIGRATE: TSM reclassifies media to this classification when the media becomes full according to
the FS_PERCENT_FULL system parameter. Media with this classification can still be read.

o CLEAN: Media in the class are cleaning media. If the barcode of a media ends with CLN, MSM
imports the media into this class instead of ADDBLANK.

« REMOVE: Media get reclassified to REMOVE when fsmedout is used.

« BACKUP: Media with this classification were used for backups before backups were managed by
StorNext storage polices. Consequently, this classification is rarely used.

4. Click Apply.

5. When the confirmation message appears, click Yes to reclassify the selected media, or No to abort.
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Remove Media

Select this option to remove media from the StorNext Storage Manager. Only media which do not contain
data can be selected for removal. The media is removed from the system and is physically ejected from the
library.

1. Selectfrom the Library list the library containing the media you want to remove.

2. Select one or more media to remove, or check the box to the left of the Media ID heading to select all
media.

3. Click Apply.
4. When the confirmation message appears, click Yes to remove the selected media, or No to abort.

5. Use the Library Operator Interface feature to complete the actual physical removal of the media. See
Library Operator Interface on page 295 for more information.

Set Object Storage Media Availability

This option allows you to set the av