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Introduction

Quantum recommends using the GUI to complete most StorNext tasks, but
there might be situations where you prefer or need to use the command line
interface (CLI) instead.

This document is a printed version of the man pages as they currently exist in
StorNext.

For each command, information similar to the following is provided:
* name
* synopsis
* description
* options
* examples

e see also

Note: Storage Manager commands are only available on Linux MDC systems.

Note: On a Windows Vista system, when you run applications from the
command line that require administrative privileges (such as those
provided by cygwin), you can start the CLI application either from an
elevated shell environment or a DOS shell. If you do not, CLI commands
requiring administrative privileges will fail and you will receive an error
message indicating that you do not have sufficient privileges to run the
command.

To start the shell in elevated mode, right-click the icon for Command
Prompt or Cygwin and select Administrative Mode.

Using Commands or Viewing man Pages

The man pages are contained within this document, and can also be accessed
via the command line.

Use the following procedure to view the man page for a command.
1 Source the StorNext profile. Do one of the following:
* [If using the bash shell, at the command prompt, type:
source /usr/adic/.profile
* If using the csh or tcsh shell, at the command prompt, type:
source /usr/adic/.cshrc

2 View the man page for a command. At the command prompt, type:

Introduction
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man <command>

where <command> is the command for which you want to view the man
page.

3 Press <Spacebar> to page through the man page.

4 When you are finished, type q and press <Enter> to exit the man page.

Paging through man pages may work differently depending on the viewer
specified by the $PAGER environmental variable.

iv Using Commands or Viewing man Pages
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Contacting Quantum

StorNext Appliance
Upgrades

Contacts

Comments

Getting More
Information or Help

Quantum.
Global Services

More information about StorNext is available on the Quantum Service and
Support website at http://www.quantum.com/ServiceandSupport. The Quantum
Service and Support website contains a collection of information, including
answers to frequently asked questions (FAQs).

To request a StorNext software upgrade for non-Quantum MDCs , visit http://
www.gquantum.com/ServiceandSupport/Upgrade/Index.aspx. To request a
StorNext software upgrade for StorNext Appliances, open a support ticket at:
https://onlineservice.quantum.com/. For further assistance, or if training is
desired, contact the Quantum Technical Assistance Center.

Quantum company contacts are listed below.

Quantum Home Page

Visit the Quantum home page at:

http://www.gquantum.com

To provide comments or feedback about this document, or about other
Quantum technical publications, send e-mail to:

doc-comments@qguantum.com

StorageCare™, Quantum’s comprehensive service approach, leverages advanced
data access and diagnostics technologies with cross-environment, multi-vendor
expertise to resolve backup issues faster and at lower cost.

Accelerate service issue resolution with these exclusive Quantum StorageCare
services:

* Service and Support Website - Register products, license software, browse
Quantum Learning courses, check backup software and operating system
support, and locate manuals, FAQs, firmware downloads, product updates
and more in one convenient location. Benefit today at:

http://www.quantum.com/ServiceandSupport/Index.aspx

* eSupport - Submit online service requests, update contact information, add
attachments, and receive status updates via email. Online Service accounts
are free from Quantum. That account can also be used to access Quantum’s
Knowledge Base, a comprehensive repository of product support
information. Sign up today at:

https://onlineservice.quantum.com/

Contacting Quantum
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For further assistance, or if training is desired, contact the Quantum Customer
Support Center:
United States 1-800-284-5101 (toll free)
+1-720-249-5700
EMEA +800-7826-8888 (toll free)
+49-6131-3241-1164
APAC +800-7826-8887 (toll free)
+603-7953-3010
For worldwide support:
http://www.quantum.com/ServiceandSupport/Index.aspx
Worldwide End-User For more information on the Quantum Worldwide End-User Standard Limited
Product Warranty Product Warranty:

http://www.gquantum.com/serviceandsupport/warrantyinformation/index.aspx

Vi

Contacting Quantum
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NAME
/usr/adic/util/cnvt2ha.sh — Ceersion script for StorNext High vsilability Servers (Linux only)

SYNOPSIS
cnvt2ha.sh primary

cnvt2ha.sh secondaryhared_FS peer_IP_addr

DESCRIPTION
StorNet High Availability (HA) Server configurations that include Storage Manager (SNSM) aidtw
must hae teir operational data med to a $iared location.The cnvt2ha.shscript performs this function.
It runs in different modes for the first server to bevedied (Primary) versus all subsequent semorver-
sions (Secondary). All file systems should be configured before starting the Primangioon TheSec-
ondary comersion is done on a fresh installation of SNSM with no file systems configured.

Before starting corersion of thePrimary server the following steps must be completed:

Jusr/cvfs/config/*.cfgx
Every file-system configuration must contain one of Had-sType configuration items
(seesnfs_config5)). Oneand only one of them must baSharedtype.

SNSM Features
Storage Manager elements should be configured including policies, libraries etc.

{usr/cvfs/config/fsmlist
Lists all the configured CVFS file systems to be started.fsdelest(4).

lusr/cvfs/config/fsnameservers
It is recommended, but not required, that the HA Clustere8grve the hamesens.
The only requirement is that at least one nameservesilalzle when either of the clus-
ter servers is poweredwa. Sedsnamesevers(4).

lusr/cvfs/config/lha_peer
Contains the IPv4 or IPv6 numerical address of the peer s&»eha_pee(4).

lusr/cvfs/config/license.dat
Licenses for both servers must be in this file.

User and Group IDs
The userdgdim andwww, and the groupadic must exist on both servers with the same
ID numbers.

Synchronized System Clocks
This recommendation is to aid in log-file analysis.

No Processes in File Systems
The CVFES file systems will be unmounted duringvansion.

Before starting corersion of theSecondaryserver the following steps must be completed:

lusr/cvfs/config/fsnameservers
Configure the/usr/cvfs/config/fsnameservefite identical to the Primary sesw This
will allow the Secondary segvto mount the shared file system andycopell the other
configuration data.

OPTIONS
primary
Perform Primary server ceersion.

secondary
Perform Secondary server e@rsion.

shared_FS
Name of the shared file system.

StorNext File System Sep 2009 1
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peer_IP_addr
The numerical IPv4 or IPv6 address of the Primary server.

FILES
/usr/adic/util/cnvt2ha.sh
/usr/adic/HA/cnvt2ha.sh.log
/usr/adic/HAM/shared/*
/usr/adic/HAM/shared/mirror/*

ENVIRONMENT VARIABLES
SNSM_HA_CONFIGURED

SEE ALSO
mount(1M), snhamgr(1M), fsmlist(4), vfstab(4), fstab(5), snfs_config5), init.d (7), chkconfig(8)

StorNext File System Sep 2009 2
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NAME
cvadmin — Administer a StorNext File System

SYNOPSIS
cvadmin [-H FSMHostNamK —F FileSystemNané-M] [—f filenamé [-e commandte command2.]

[-X]
DESCRIPTION

cvadmin is an interactie ommand used for general purpose administration of a Stoffile System in-
cluding:

. displaying file system and client status

. actvating a file system currently in stand-by mode

. viewing and modifying stripe group attributes

. administering usegroup, and directory quotas

. enabling File System Manager (FSM) tracing

. displaying disk and path information for the local system
. forcing FSM failoer

. fetching FSM usage and performance statistics

© 00 N o 00k~ WN PP

. temporarily enabling or disabling global file locking

10. generating a report of open files

11. listing currently held file locks

12. forcing the FSM restore journal to rolleo

13. starting, restarting and stopping of daemon processes
14. resetting RPL information

OPTIONS
Invoke cvadmin to start the interaate sssion and list the running File System Managers (FSK)te:
StorNext system services must be started prior to runewedmin. In particular the localfsmpm(8)
process must be ae#)

Then (optionally) use theelectcommand described b&ldo pick an FSM to connect to. Once connected,

the command will display basic information about the selected file system and prompt for further com-

mands.

Note that a f& commands such gmaths, disks, start, and stop require information obtained from the local
fsmpm(8) only, so here is is no need to select an FSM prior to using them.

USAGE
—H FSMHostName
Connect to the FSM located on the machine FSMHostName. By defadinav will attempt to
connect to an FSM located on the local machine.

—-F FileSystemName
Automatically set the file systeRileSystemNamas the actie file system in cvadmin.

-M When listing file systems with theelectcommand, display [managed]xtdo each file system

with DataMigration enabled. This option is currently only intended for use by support personnel.

—f filename
Read commands frofilename

—ecommand
Execute command(s) and exit

StorNext File System December 2011 3
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-X Enable extended commands.

COMMANDS
Thecvadmin commands can be used to display and modify the SNR& aotifiguration. When a modifi-
cation is made, it exists only as long as B&M is running. More permanent changes can be made in the
configuration file. Refer to thenfs_config5) man page for details. The follmg commands are support-
ed.

activate file_system_naniéostname_or_IP_addrédss
Activate a file systeniile_system_nameThis command may cause an FSM toabd. If the
FSM is already acte, no ation is taken.

activate file_system_name number_of_votes
Quantum Internal onlyBypass the election system and attempt tovatetthe fsm on this node.

debug|[+/-] valug
View a set the File System Managsitehugging flags. Entering the command withvaduewill
return current settings, the location of #®M log file and a legend describing what each setting
does. By entering the command with a numeric valueF8d Delugging Flags will be set ac-
cordingly Use a standard decimal or hexadecimal (&Wie of up to 32 bits. Using the’’or -’
flags enable ") or disable (*') only the selected flags, leaving all other flags unchanged.

NOTE - Setting Debugging Flags will serely impact theFSM’s performance! Dathis only
when directed by an Quantum specialist.

dirquotas { creatgdestroymark} path
Create creates a Directory Quota Name Space (DQNS) on the supplied direDestroy de-
stroys the DQNS.Mark creates an unintialized DQNS&eesnquota(1) for an &planation of the
trade-offs between create and mark.

disks [refresh]
Display the StorNext diskolumes local to the system that cvadmin is attached to. Using the op-
tional refresh argument will force the fsmpm to re-scan all volumes before responding.

disks [refresh] fsm
Display the StorNext meta-data disk volumes in use bystne If the optionalrefresh argument
is used, additional paths to these volumes may be added by the fsm.

down groupname
Down the stripe grougroupname This will down aty access to the stripe groufail { file_sys-
tem_namjndex_numbér | nitiate an FSM Bilover of file systemfile_system_namé&his com-
mand may cause a stand-by FSM tovaii If an FSM is already ag, the FSM will shut dan.
A stand-by FSM will then tad& over. If a gand-by FSM is not\ailable the primary FSM will re-
activate after failower processing is complete.

fsmlist [ file_system_nanh¢ on hostname_or_IP_addrelss
Display the state of FSM processes, running or not. Optionally specify a Siagéystem_name
to display Optionally specify the host name or IP address of the system on which to list the FSM
processes.

filelocks
Query cluster-wide file/record lock enforcement. Currently cluster-wide file locks are automati-
cally used on UnixWindows file/record locks are optional.

help (?)
Thehelp or 7 command will display a command usage summary.

latency-test[index_numbdall] [secondk
Run an I/O latenctest between the FSM process and one client or all cligihts.default test du-
ration is 2 seconds.

StorNext File System December 2011 4
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multipath groupnamg balancdcycldrotate|static|sticky}
StorNext has the capability of utilizing multiple paths from a system to the SAN disks.

This capability is referred to as "multi-pathing”, or sometimes "multhAHBpport". (HBA :=
Host Based Adaptor).

At "disk discovery” time, for each physical path (B, a scan of all of the SAN disks visible to
that path is initiated, accumulating information such as the SNFS label, and where possible, the
disk (or LUN) serial number.

At mount time, the visible set of Storkidabeled disks is matched against the requested disks for
the file system to be mounted.

If the requested disk label appears more than once, then a "multi-path" table emiltyfos bach
awailable path.

If the disk (or LUN) device is capable of returning a serial nupthen that serial number is used
to further verify that all of the paths to that StorNext labeled device share the same serial number.

If the disk (or LUN) device is not capable of returning a serial number then the device will be
used, but StorNe will not be able to discern the difference between a multi-path accessible de-
vice, and tw or nore unique devices that\Vebeen assigned duplicate StorNext labels.

The presence of serial numbers can be validated by using the "cvlabel -Is" command. The "-s" op-
tion requests the displaying of the serial number along with the normal label information.

There are fig modes of multi-path usage which can also be specified in the filesystem config file.
In cases where there are multiple paths and an error has been detected, the aljlsritiackfto
therotate method. Théalanceandcycle methods will provide the best aggete throughput for

a duster of hosts sharing storage.

balance
The balancemode provides load balancing across all Weslable, actve, paths to a de-
vice. At I/0O submission time, the least used HBA/controller port combination is used as
the preferred path. All StorXeFile System I/O in progress at the time is taken into ac-
count.

cycle Thecyclemode rotates I/O to a LUN across all thaikable, actve, paths to it. As each
new 1/O is submitted, the next path is selected.

rotate The rotate mode is the defult for configurations where the operating system presents
multiple paths to a device.

In this mode, as an I/O is initiated, an AlBontroller pair to use for this 1/O is selected
based on a load balance method calculation.

If an I/O terminates in errpa "time penalty” is assessed against that path, and another
"Active" path is used. If there are notyatActive' paths that are not already in the "error
penalty" state, then a search for &silable "Passve" path will occur possibly triggering

an Automatic Volume Transfer to occur in the Raid Controller.

static The "de#ult" mode for all disks other than Dual Raid controller configurations that are
operating in Actre/Active node with AVT enabled.

As disks (or LUNS) are recognized at mount timey thare statically associated with an
HBA in rotation.

StorNext File System December 2011 5
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ie. given 2 HBA's, and for disks/LUNS:

disk 0 -> HBA O
disk1->HBA1
disk 2 -> HBA O
disk 3->HBA 1

and so on...

sticky In this mode, the path to use for an I/O is based on the identity of tet fée. This
mode will better utilize the controller cacheit bill not take alvantage of multiple paths
for a single file.

The current mode employed by a stripe group can be viewed via the "cvadmin” commawnd "sho
long", and modified via the "cvadmin” command "multipath".

Permanent modifications may be made by incorporating a "MultiPathMethod" configuration state-
ment in the configuration file for a stripe group.

In the case of an I/O errdghat HBA is assessed an "error penalty"”, and will not be used for a peri-
od of time, after which another attempt to use it will occur.

The first "hard" failure of an HB often results in adirly long time-out period (anywhere from 30
seconds to a couple of minutes).

With most HB\'s, once a "hard" failure (e.g. unplugged cable) has been recognized, fenHB
mediately returns failure status without a time-out, minimizing the impact of attempting to re-use
the HBA periodically after adilure. Ifthe link is restored, most H& will return to operational

state on the next I/O request.

paths Display the StorNext disk volumes visible to the local systd@ime display is grouped bycon-
troller> identity, and will indicate the "Actie” or "Passive" nature of the path if the Raid Con-
troller has been recognized as configured inu&btictive mode with A/AT enabled.

proxy [long]
Display Disk Proxy servers and optionally display the diskg $hee for this file system.

proxy who hostname
The "who" option displays all proxy connections for the specified host.

gos Display per-stripe group QOS statistidBerclient QoS statistics are also displayed under each
gos-configured stripe group.

quit This command will disconnecivadmin from theFSM and exit.

guotas Check to see if quotas are currently enabled on the selected file sydten. quotas is enabled,
the meta-data controller must stay on either Windows or a non-Windows machine.

guotas get{ userjgroup} name
Get current quota parameters for user or gmoaipe The namefield can also be an integer such
as -2 or 512 and will be interpreted as a uid (for user) or gid (for grding values for hard limit
and soft limit are expressed in bytes. The value for time limit is expressed in minutes.

guotas get{ dir |[dirfiles} path
Get current quota parameters for the DQNS whose rqutis The path is relate © the root of
the currently selected file systerRor dir, the values for hard limit and soft limit are expressed in
bytes. for dirfiles, the walues for hard and soft limit are expressed in number of fitesboth,
the value for time limit is expressed in minutééhe path must he dready been made into a
DQNS using thelirquotas command.

StorNext File System December 2011 6
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guotas set{ userjgroup} name hardlim softlim timelim
Set current quota parameters for user or grmrpe The namefield can also be an integer such
as -2 or 512 and will be interpreted as a uid (for user) or gid (for gr&gtjing the hard limit
(hardlim), soft limit (softlim), and time limit {imelim) to O dsables quota enforcement for that us-
er or group. The values fdrardlim andsoftlim are expressed in bytes. The valuetforelimis
expressed in minutes.

guotas sef{ dir [dirfiles} path hardlim softlim timelim
Set current quota parameters for the DQNSs whose rpaths Setting the hard limitl{ardlim),
soft limit (softlim), and time limit imelim) to O dsables quota enforcement for that DQNSx
dir, the values for hard limit and soft limit are expressed in bykesdirfiles, the values for hard
and soft limit are xpressed in number of filedzor both, the value for time limit is expressed in
minutes. Theath must hee dready been made into a DQNS using divguotas command.

guotacheck
Recalculate the amount of space consumed by each user and group on the file system. This com-
mand can be run on an asifile system although file updates (writes, truncates, etc.) will be de-
layed until quotacheck has completed.

quotareset
Like quotacheck but deletes the quota database before performing the cldickmits will be
zeroed and all Directory Quota Name Spaces (DQNSs) will be gedtrdeforeusing this com-
mand, its best to be sure there is a receniota_regen.in file in /usr/cvfs/data/<file_sys-
tem_name>.This file can be fed to cvadmin to restore the limits and DQNB&. with extreme
caution.

ras engewent "detail string"
Generate an SNFS RASeat. For internal use only.

ras engewent reporting_FR® violating_FRU "detail string"
Generate a generic RASent. For internal use only.

repguota
Generate quota reports for all users and groups in the file system. Three files are generated:

1. quota_report.txt - a "pretty" text file report.

2. quota_report.csv - a comma delimited report suitable
for Excel spreadsheets.

3. quota_regen.in - a list of cvadmin commands that can
be used to set up an identical quota database on
another StorNext file system.

repfl  Generate a report that displays the file locks currently Hedte: this command is only intended
for debugging purposes by support personnel. In future releases, the format of the report may
change or the command may be rgetbentirely. Running the repfl command will write out a re-
port file and display the output filename.

repof Generate a report that displays all files that are currently open on eachxSwidg. Only file
inode numbers and stat information are displayed, filenames are not displayed. Running the repof
command will write out a report file and display the output filename. In future releases, the format
of the report may change.

resetrpl [clear]
Repopulate Reerse Path Lookup (RPL) information. The optionkar agument causeisting
RPL data to be cleared before starting repopulatidate: resetrpl is only available when cad-
min is invoked with the-x option. Runningesetrpl may significantly delay FSM awttion. This
command is not intended for general use. Only regetrpl when recommended byeghnical
Support.
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restartd daemorjoncg
Restart thelaemorprocess. br internal use only.

rollrj  Force the FSM to close the existing restore journal file and creai® il@eThis command is on-
ly supported on managed file systetNOTE: Only run this command if instructed to do so by
support personnel.

select[file_system_naniid]
Select an acte FSM to viev and modify If no aagument is specified, a numbered list of FSMs
and running utilities will be displayed. If there is only onewvactie system in the list, it will auto-
matically be selected.

When a running utility is displayed by the select command, it willvghe following information.

First the name of the file system is displayedlldwing that, in brackets "[]", is the name of the
utility that is running. Third, a letter indicating the access type of the operation. The options here
are (W) for read-write access, (R) for read-only access and (U) for unique access.thnkiba-

tion and process id of the running utility is displayed.

If file_system_namis specified, themvadmin will connect to the current agé FSM for that file
system. IfN (a number) is specified, @imin will connect to thélth FSM in the list. However,
only active FSMs may be selected in this form.

show[groupnamé[long]
Display information about the stripe groups associated with the selected file system. If a stripe
group nameggroupnameis given only that stripe groug’ information will be gien. Omitting the
groupnameargument will display all stripe groups associated with thevadite system. Using the
long modifier will additionally display detailed information about the disk units associated with
displayed stripe groups.

start file_system_nanfen hostname_or_IP_addréss
Start a File System Manager for the file sysféden system_nameéNhen the command is running
on an MDC of an HA clustethe local FSM is started, and then an attempt is made to start the
FSM on the peer MDC as identified by tlusr/cvfs/config/ha_pedile. Whenthe optionahost-
name_or_|P_address specified, the FSM is started on that MDC orliyie file systens config-
uration file must be operational and placedusr/cvfs/config/<file_system_name>.cfapfore in-
voking this command Seesnfs_config5) for information on ha to create a configuration file for
an SNFS file system.

startd daemoroncq
Start thedaemorprocess. 6r internal use only.

stat Display the general status of the file system. The output wili she number of clients connected
to the file system. This count includey@dministratve programs, such asvadmin. Also shavn
are some of the static file-system-widglues such as the block size, number of stripe groups,
number of mirrored stripe groups and number of diskcds. Theoutput also shows total blocks
and free blocks for the entire file system.

statsclient_IP_addres§clear]
Display read/write statistics for the selected file system. This command connects to the host
FSMPM who then collects statistics from the file system client. The ten mos fle§ by bytes
read and written and by the number of read/write requests are displayed. If the file system is con-
figured for r@erse path lookup (RPL), then the file path is displayed. Otherwise, the files are iden-
tified by the inode numbelf clear is specified, zero the stats after printing.

stopfile_system_nanien hostname_or_IP_addréss
Stop the File System Manager file_system_nameThis will shut down the FSM for the speci-
fied file system onwery MDC. When the optional hostname or IP address is specified, the FSM is
stopped on that MDC onlyFurther operations to the file system will be blocked in clients until an
FSM for the file system is aetited.

StorNext File System December 2011 8



CVADMIN(1M) CVADMIN(1M)

stopd daemon
Start thedaemorprocess. 6r internal use only.

up groupname
Up the stripe grougroupnameThis will restore access to the stripe group.

who  Query client list for the aate file system. The output will staothe following information for each
client.

SNFS I.D. - Client identifier
Type - Type of connection. The client types are:
FSM - File System Manager(FSM) process
ADM - Administrative(cvadmin) connection
CLI - File system client connection. May be followed by a CLI
type character:
S - Disk Proxy Server
C - Disk Proxy Client
H - Disk Proxy Hybrid Client. This is a client that has
been configured as a proxy client but is operating
as a SAN client.
Location -The clients hostname or IP address
Up Time -The time since the client connection was initiated
License Expires - The date that the current client license will expire

EXAMPLES
Invoke the cvadmin command folrSM hostcornice, file system namedefault.

spaceghost% cvadmin -H k4 -F snfs1
StorNext File System Administrator

Enter command(s)
For command help, enter "help" or "?".

List FSS

File System Services (* indicates service is in control of FS):
1>*snfs1[0] located on k4:32823 (pid 3988)

Select FSM "snfs1"

Created : Fri Jul 25 16:41:44 2003
Active Connections: 3

Fs Block Size : 4 K

Msg Buffer Size : 4 K

Disk Devices : 1

Stripe Groups : 1

Mirror Groups : 0

Fs Blocks : 8 959424 (34.18 GB)

Fs Blocks Free : 8 952568 (34.15 GB) (99%)

Shaw all the stripe groups in the file system;

snadmin (snfsl) > show
Show stripe group(s) (File System "snfs1")

Stripe Group O [StripeGroupl] Status:Up,MetaData,Journal
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Total Blocks:8959424 (34.18 GB) Free:8952568 (34.15 GB) (99%)
MultiPath Method:Rotate

Primary Stripe 0 [ StripeGroupl] Read:Enabled Write:Enabled

Display thelong version of theRegularFilesstripe group;

shadmin (snfs1l) > show StripeGroupl long
Show stripe group "StripeGroupl" (File System "snfs1")

Stripe Group O [StripeGroupl] Status:Up,MetaData,Journal
Total Blocks:8959424 (34.18 GB) Free:8952568 (34.15 GB) (99%)
MultiPath Method:Rotate

Stripe Depth:1  Stripe Breadth:16 blocks (64.00 KB)
Affinity Set:

Realtime limit I0/sec:0 ("0 mb/sec) Non-Realtime reserve 10/sec:0

Committed RTIO/sec:0 Non-RTIO clients:0 Non-RTIO hint 10/sec:0
Disk stripes:

Primary Stripe 0 [ StripeGroupl] Read:Enabled Write:Enabled
Node 0 [disk002]

Down the stripe group namstfipel;

snadmin (snfsl) > down stripel
Down Stripe Group "stripel" (File System "snfs1")

Stripe Group O [stripel] Status:Down,MetaData,Journal
Total Blocks:2222592 (8682 Mb)  Free:2221144 (8676 Mb) (99%)
Mirrored Stripes:1  Read Method:Sticky

Primary Stripe 0 [ stripel] Read:Enabled Write:Enabled
Disable reads on the mirrored stripe gratnpelm.

shadmin (snfsl) > disable stripelm read
Disable Stripe Group "stripelm" (File System "snfs1")

Stripe Group O [stripel] Status:Down,MetaData,Journal
Total Blocks:2222592 (8682 Mb) Free:2221144 (8676 Mb) (99%)
Mirrored Stripes:1  Read Method:Sticky

Primary Stripe 0 [ stripel] Read:Enabled Write:Enabled

FILES
Jusr/cvfs/config/*.cfgx

SEE ALSO
cvfs(1), snfs_config5), fsmpm(8), fsm(8), mount_cvfg1)
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NAME
cvaffinity — Set a session affinity type

SYNOPSIS
cvaffinity -s key filename

cvaffinity -I filename
cvaffinity -d filename
cvaffinity -k key filename
cvaffinity filename

DESCRIPTION
cvaffinity can be used to establish an affinity to a specific stripe group for a session, for a specific file or di-
rectory or list the current affinity for a file. An fafity is created in a stripe group through the file system
configuration (seenfs_config5).) Itis a name, up to eight (8) characters, describing a special media type.
Usecvadmin(1) to see what affinity sets are assigned to the configured stripe groups.

Once a stripe group fafity is established for a session, all allocations of files associated with the session
will be made on stripe groups thatveahe specified affinity in its affinity set list. If the affinity does not
exist for ary of the stripe groups, then the allocation will occur on the nmiusive data pool. If there is

no non-exclusie data pool, atENOSPCis returned.

To turn off a dripe group affinity for a session, use the command withet aption present. This will re-
set the session to normal.

Only one affinity can be established for a session.
Note - The ability to establish an affinity for a session may be vethim a future release.

Note - Any drectories or files created during an affinity session will retain the affinity for the life of the file
or directory This means that if a file was created with an affinityvadtien the file will alvays hare that
affinity. If a directory is created with an affinity ao#i then aw files or sub-directories within the directory
will inherit the affinity and persistence to the storage that is defined by the affinity type.

On Windows, a session lasts until the machine is rebooted. Once an affinity is set for a sessidimitthat af
will persist until it is explicitly cleared or the machine is rebooted.

OPTIONS
-skey Keyis the Affinity Key o associate with the file or directory and is defined as a the affiaity k
word in the stripe group section of the file system configuration. Use the program 'cvadmin’ to see
the Affinity Keys active in this file system.For files with an Afinity, new Hocks allocated to that
file are placed on a storage pool with the specifidthiyf. For directories with an Affinity ne
files created in that directory inherit the Affinity from the directory.

-l This option says to just list the affinity for the specified file and exit.
-d This option says to delete the affinity from the specified file or diredtanye exists.

-k key  This option tells the file system where to place the data file for the remainder of this skghmn.
Affinity Key is pecified, then the file is placed on stripe groups that are specified to support this
key. If there is no stripe group with thek ecified, then the file is placed in noxckisive data
pools. If there are no nonc@usive data pools, theENOSPC (no space) is returned. Absence of
this parameter and the absence-§f-d, and-| resets the session to normal.

filename
Specifies ayfile or directory on the tgeted file system. When thie option (set sessionfafity)
is specified, or no other option is specified, filmameoption is used as @ad—-only reference
handle in order to access the file system. Whenshd, or -| options are used, ttidenameop-
tion specifies the file or directory operated on.

StorNext File System December 2005 11



CVAFFINITY(2) CVAFFINITY(1)
EXAMPLES
List the affinity on the filéusr/clips/foo

rock # cvaffinity -l /usr/clips/foo

Set this session to use the stripe group that hgmth8 affinity type. Use the file system mount point as
the reference handle.

rock # cvaffinity -k jfmn8 /usr/clips

Set this file or directory to use the stripe group that hagrtm8 affinity type.

rock # cvaffinity -s jmfn8 /usr/clips/filename

Remave the affinity from thedusr/clips/mydir if one is currently assigned.

rock # cvaffinity -d /usr/clips/mydir
Turn off the stripe group affinity for this session. &g, use the file system mount point as the reference
handle.

rock # cvaffinity /usr/clips

SEE ALSO
snfs_config5), cvadmin(1)
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NAME
cvep — StorNext CopUTtility

SYNOPSIS
cvep[optiong Souce Destination

DESCRIPTION
cvep provides a high speed, multi-threaded gopechanism for copying directories atad images onto
and of of a SorNext file system. The utility uses IO strgies and multi-threading techniques thepleit
the SNFS IO model.

cvep can work in may modes;

Directory-to-directory copies of regular files.
Directory copy of regular files to a Vtape virtual sub-directory.
Single File-to-File copy.

Tar formatted data stream to a target directory.
Tar formatted data stream to a target Vtape virtual sub-directory.
Single file or directory copy to a tar formatted output stream.

In terms of functionality for regular filesycp is much lile thetar (1) utility. Howeve, when copying a di-
rectory ortar stream to &/tape virtual directory cvcp can rename and renumber the source imagesyas the
are being transferred. The files in tBeurcedirectory must hee a ecipherable numeric sequence embed-
ded in their names.

The cvcp utility was written to provide high performance datavement, therefore, unléuilities such as
rsync, it does not write data to temporary files or manipulate thet tfles’ modification times to allore-
covery of partially-copied files when interrupted. Because of thisp may leae partially-copied files if
interrupted by signals such as SIGINEGTERM, or SIGHUP Partially-copied target files will be of the
same size as source files; hearethe data will be only partially copied into them.

OPTIONS
The Sourceparameter determines whether toapsngle file , use a directory scan or to ssdin for a
tar extraction. If Sourceis a dash (-), then the standard input will be interpretedassiream. Ay other
Sourcemust be a directory or file name.

Usingcvcep for directory copies is best accomplishedcdiing to the Sourcedirectory and using the dot (.)
as theSource This has been shown to impmperformance since fewer paths are searched in the directory
tree scan.

The Destinationparameter determines the target file, diregtorytar stream. IDestinationis a dash (-),
then all data will be sent to the standard output of the program in a stéedanctam. This stream can be
directed, using the >’ paramejeo a ieqular file or to an output device such as a tape. Note that only one
of Sourceor Destinationmay be dar stream, not both.

USAGE
-A If specified, willtur n off the pre-allocation feature. This feature looks at the size of the source file

and then makes an ALLOCAEE call to the file system. This pre-allocation is a performance ad-
vantage as the file will only contain a singbetent. It also promotes file system spaceirgss
since files that are dynamically expanded do so in a more coarse manner30% savings in
physical disk space can be seen using the pre-allocation felfDfi€e: Non-SNFS file systems
that do not support pre-allocation will turn pre-allocatiohwdien writing. The default is to i@
the pre-allocation featumn.

-b buffers
Set the number of I0uffers tobuffers. The default is tw times the number of cgphreads start-
ed(see thet option). Experimenting with other values between 1 and 2 times the numbelyof cop
threads may yield performance impements.
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-B When specified, this option disables the bulk create optimization. By default, this optimization is
used in certain cases to impeoperformance. Irsome circumstances, the use of bulk create can
cause cvcp to return errors if the destination file system is Stbadd the FSM process exits un-
gracefully while a copis in progress. Theise of theB option avoids this potentiality at the cost
of performance. The effect on performance will depend on whether bulk create is being disabled
for other reasons as well as the size of the files with the impact being more observable when small
files are copied.

-d Changes directory-to-directory mode to work more ik -R. Without -d, cvcp copies the files
and sub-directories und&pourceto theDestinationdirectory With -d, cvcpfirst creates a sub-di-
rectory calledSourcein the Destinationdirectory then copies the files and sub-directories under
Sourceto that nev sub-directory.

-k buffer_size
Set the 10 buffer size touffer_sizebytes. Thedefault buffer size is 4MB.

-l If set, copy the target of symbolic links rather than copying the link itself.
-n If set, do not recurse into yarub-directories.

-p source_prefix
If set, only cop files whose beginning file name characters matairce_prefix The matching
test only checks starting at character one.

-S The —s option forces allocations to line up on thegioming block modulus of the stripe group.
This can help performance in situations where the 1/O size perfectly spans the width of the stripe
group’s dsks.

-t num_threads
Set the number of cgphreads tmum_threadsThe default is 4 copthreads. Thioption may
have a ggnificant impact on speed and resource consumption. The totalbadfer pool size is
calculated by multiplying the number afiffers¢b) by the huffer size¢k). Experimenting with the
-t option along with theb and-k options are encouraged.

-u Update onlylf set, copies only when the source file isvee than the destination file or the desti-
nation file does not exist. Note that file access times haganularity of only one second, so it is
possible for a source file to be copiegroa destination file gen though-u is used-u cannot be
used with tar files.

-v Be verbose about the files being copied.
-X If set, ignoreumask(1) and retain original permissions from the source file. If the sugmrset
sticky and setuid/gid bits as well.
-y If set by the supeuser retain ownership and group information. If the user is not the sigser
then this option is silently ignored.
-z If set, retain original modification times.
EXAMPLES

Copy directoryabcand its sub-directories to directoysr/clips/foo This copy will use the default number
of copy threads and buffers. The total buffer pool size will total 24MB (6 buffers @ 4MB each).

Retain all permissions and ownerships.\8lab files being copied.

rock% cvcp -vxy abc /usr/clips/foo

Copy the same directory the same wayt only those files that start withumblypeg.

rock# cvcp -vxy -p mumblypeg abc /usr/clips/foo

Copy a dngle file defto the directoryusr/clips/foo/

rock# cvcp def /usr/clips/foo
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Copy from aDLT tar tape intdustr/clips/testdump

mt -f /dev/dIt rewind
rock% cvcp - /usr/clips/testdump </dev/dlt

Copy a file sequence in the current directory predixvith sectawith a range from 200 to 300. Place the
files into theVtape /usr/clips/n8 yuwsub-directory Set the target frame to 500. Use the verbose option.

rock% cvcp -v -f 500 -p secta -r 200-300 . /usr/clips/n8/yuv

Do the same thing but from a tar file.

rock% cvcp -f 500 -p secta -r 200-300 - /usr/clips/n8/yuv

Copy directory/usr/clips/picturego atar file namedusr/clips/pic.tar

rock# cd /usr/clips/pictures
rock# cvcp . - > [usr/clips/pic.tar

Copy the fileHugeFileto a DLT device as dar stream.

rock# mt -f /dev/dIt rewind
rock# cvcp HugeFile - >/dev/dIt

CVCP TUNING
cvecp can be tuned to impve performance and resource utilization. By adjusting-thek and-b options
cvcp can be optimized for mmumber of different environments.

-t num_threads
Increasing the number of cphreads will increase the number of concurrent copies. This option
is useful when copying lge directory structures. Single file copies are not affected by the number
of copy threads.

-b buffers
The number of copbuffer should be set to a number between 1 and 3 times the numberyof cop
threads. Increasing the number of gdpffers increases the amount of work that is queued up
waiting for an aailable coyy thread, but also increases resource consumption.

-k buffer_size
The size of the copbuffer may be tuned to fit the I/O characteristics of ayctipfiles smaller
than 4MB are being copied performance may be ingarty reducing the size of cgpbuffers to
more closely match the source file sizes.

NOTE: It is important to ensure that the resource consumptiavay is tuned to minimize the effects of
system memory pressure. On systems with limitegiladole physical memoryperformance may be in-
creased by reducing the resource consumptiavay.

SEE ALSO
cvfs(1) tar (1)
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NAME
cvdb — StorNext Client File System Debugger

SYNOPSIS
cvdb [optiong

DESCRIPTION
cvdb provides a mechanism for ddopers and system administrators to extract debugging information
from theStorNext File SystenfSNFS client filesystem. It can be used by system administrators to change
the level of system logging that the client filesystem performs. There is also a switch teeeam@us
statistics.

USAGE
cvdb is a multi-purpose deigging tool, performing a variety of functions. A rich set of options provide the
user with control wer various debug and logging functions. The main featuresaif are as follows:
Control debug logging.
Control level and verbosity of sysloglogging.
Retrieve gdatistics.

OPTIONS
-G unix=unixfile core=corefile[ptrsize={ 32|64}
Extract the debug log from a crashdump. Thesize keyword is optional, and defaults to the
pointer size of the machine. Note: #i& option is not gailable on all platforms.

-g Retrieve the debug log from a running system. The log pointers are reset after this command, so
that the next imocation ofcvdb -gwill retrieve rew information from the buffer.

-C Continuously snap the trace. (Only useful with tpeption.)

—S stopfile
Stop snapping the trace when the dilepfileappears. (Onlyseful when also using thg and-C
options.)

-D msec
Delay msecmilliseconds between trace snaps. The default is 1000 msec or one sgoahd.
useful when also using th€ and-g options.)

-F Save the trace output to files namesddbout.000000cvdbout.000001€tc. insteadof writing to
standard output. These files will appear in the current working direcf@nly useful when also
using the-C and-g options.)

—-ncnt After writing cntfiles, oserwrite the cvdbout out files starting wittvdbout.000000 This will es-
sentially "wrap" the trace output.

—N name
Use nameinstead ofcvdbout for the cvdb output files. (Only useful when also using-te-g,
and-F options.)

-d Disable debug logging. This is the initial (start-up) default.

-e Enable debug logging. Disabled by alet. Note:care should be tak when enabling logging in
a production environment as this can significantly reduce file system performance.

-m modules=bitvectorlogmask=hitvector
Specify the trace points for avgh module or modules.

- List the current trace points and their mask values.
-L List the aailable trace/debug points.

-s syslog£nongnoticelinfo|debug
Set thesysloglogging value. The default at mount timenistice. Seemount_cvfq1) for more in-
formation.
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-R sizegnbytegk|m|g]]
Resize the the debug log. By default, the size of the log is 4Mi& minimum allowed size is
32768 bytes.

-p Get profile information. (Windows only.)

-P Toggle enabling/disabling of performance monitoring. (Windows only.)
-Q Set QOS callback failure test mode. (Windows only.)

-V Be verbose about the operations.

-b Print various statistics about eaalffer cache. The only other option that can be used with this is
-v. There are bffer caches petachebufsize seemount_cvfq1). For each bffer cache, the fol-
lowing is printed:

# of mounted file systems using this buffer cache
# of buffers and total memory used

# of cache hits (and percentage)

# of cache misses (and percentage)

# of checks for write throttling to puent over use by one file system. Write throttles on-
ly occur when more than 1 file system is using the cache.

# of times writes were throttled

If the -v option is also used witkb, the following additional statistics are printed for eaafffdy
cache:

buffercachecap seemount_cvfg1)

buffercachewant(internal, means thread is waiting for a buffer)
bufhashsize(internal, # of entries in hash used to search buffers)
bcdirtyent (internal, # of buffers with "dirty" data queued in cache)
dirty_ndone (internal, bcdirtycnt + buffers being written)

flusheractive (internal, flag indicating buffer flusher is ag)

deferredflush (internal, # of buffers deferred after files are closed)
dirtywaiters (internal, # of threads waiting due to throttling)

rsvd max (internal, maximum amount of reserved space seen)

non-zero rsvd min (internal, minimum amount of reserved space seen > 0)
successful rsvd requesténternal, # of times reserved space was needed)
failed rsvd requests(internal, # of times reserved space ngailable)

-B Print uffer cache statistics using a curses based display that refreshesexond.Statistics are
maintained separately for reads and writes, for each cache segment, and each mousiiagisint.
tics labeledCumulative are those representing the totals since the commasdrvoked or snce
the last reset. Those label€dirrent represent the change in the last one second, roughly corre-
sponding to the display refresh interval.

Two keystrokes are interactely recognized on systems supporting cursésg, quit, will cause
the display to terminate. An reset, will reset the cumulaé wunters to zeros.

The -B option is intended to be used to to analyze performance ofuffer bache with &rious
applications, 1/0 subsystems, and various configuration parameters.

The refreshing display is supported on clients thae lsacirses capability Other clients will pro-
duce a line oriented output with similar content.

A deadman timer will terminate the display after 30 seconds with no file systems mounted. This is
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to avoid hanging during file system shutdown.

-X Print distributed LAN proxy client and senvstatistics. The only other options that can be used
with this are-X and-f. The proxy statistics are collected at both the client and server ends of each
proxy connection. The client will ke a ©nnection entry for each path to a proxy server for each
proxy client file systemA proxy server will hae a onnection entry for each path to each client
which has the file sytem mounted.

Note: The distributed LAN proxy options are onlgitable on platforms which support the dis-
tributed LAN client or server.

The following information is displayed for each proxy connection:
Client/Server System ID This IP address identifies the remote host.
Client IP Addr The IP address of the Client side of the connection.
Server IP A ddr The IP address of the Server side of the connection.
Read Bytes/Sedleasured recent read performance of the connection.
Write Bytes/SecMeasured recent write performance of the connection.

FS Read Bytes/SedMeasured recent read performance for all connections for this file
system.

FS Write Bytes/SecdMeasured recent write performance for all connections for this file
system.

Queued /0 Outstanding I/O (backlog) for this connection. The backlog is meaningful
for client side connections only.

-X option
Dump statistics for each path in comma separashae(CSV) format. (Only useful with th&
option.) The followingoptionsare aailable:

1 Dump remote endpoint IP address and backlog in bytes. This option is owmgntefier
client mounts.

2 Dump remote endpoint IP address and read bytes per second.
3 Dump remote endpoint IP address and write bytes per second.

-f fsname
Specifies the file name associated with an action opfonproxy statistics(x option), filter on
connections for the gén file system. This parameter is required for the read/write statistics (
-Y) option.

-y,-Y Display the read/write statistics for the file system specified witH thgtion (required). IfY, d-
so clear the stats.

DEBUG LOGGING
Developing code that runs in the kernel is very different than programming deudeapplication. © as-
sist plugin deelopers who may not bamiliar with the kernel environment, SNFS provides a simple "tra-
cepoint like" debugging mechanism. This mechanism allowdajgers to use printf-li datements to as-
sist in debugging their code.

To use the debugginaé€ility, each module (typically a ".c" file), must declare a structure of kpduleL-
oglnfo_t This structure is defined include/sys/irix/lg.h. This structure defines the name of the module as
it will appear in the debug statements, and indicates the delmighlat is in effect for that module.

ModuleLoginfo_t MylLogModule =
{ " mymodule_name", DEBUGLOG_NONE};
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To use the &cility, each module must call th&ddLogModule()outine. This is typically done when the
module is first initialized (in the xxx_start() routine for a plugin). When logging is no longer required (as
when the plugin is unloaded), the module shouldRaihoveLogModule{p free up the system resources.

Logging is not enabled by defaulb &able logging at antime, specify thenableflag (-€)

shrubbery %h: cvdb -e
To dsable logging, specify thdisableflag.

shrubbery %h: cvdb -d -v
Disabling debug logging

The level of debugging is controlled via a 64-bit mask. This allows each modulevie &kdifferent, dis-
crete trace/log points. If the log point is enabled when the codedsted, the trace point will be dumped
to the circular buffer.

A complete listing of all the pre-defined trace points can be obtained via:

rabbit %h: cvdb -L
Trace points:

cVENTRY 0x0001
cVEXIT 0x0002
cvINFO 0x0004
cvNOTE 0x0008
cVWARN 0x0010
cVMEM 0x0020
cvNUKE 0x0040
cvLOOKUP 0x0080
CVGATE 0x0100
CVSTRAT 0x0200
cvVRWCVP 0x0400

These trace pointsauld then be used to control the verbosity of logging. Using the example, #de
cvEXIT and cvINFO trace points are enabled, then only those trace points would be dumped to the log.

To enable the trace points, the first step is to determine the ID of the module. This is done htlTime-
mand.

shrubbery %h: cvdb -I

Module 'cvfs_memalloc’ module 0x000001 logmask 0x0000000000000000
Module 'cvfs_fsmsubr’ module 0x000002 logmask 0x0000000000000000
Module 'cvfs_fsmdir’ module 0x000004 logmask 0x0000000000000000
Module 'cvfs_fsmvfsops’ module 0x000008 logmask 0x0000000000000000
Module 'cvfs_fsmvnops’ module 0x000010 logmask 0x0000000000000000
Module 'cvfs_sockio’ module 0x000020 logmask 0x0000000000000000

Module 'cvfs_subr’ module 0x000040 logmask 0x0000000000000000
Module 'cvfs_vfsops’ module 0x000080 logmask 0x0000000000000000
Module 'cvfs_vnops’ module 0x000100 logmask 0x0000000000000000
Module 'cvfs_dmon’ module 0x000200 logmask 0x0000000000000000
Module 'cvfs_rwlock’ module 0x000400 logmask 0x0000000000000000
Module 'cvfs_rw’ module 0x000800 logmask 0x0000000000000000

Module 'cvfs_fsmtokops’ module 0x001000 logmask 0x0000000000000000

Module 'cvfs_extent’ module 0x002000 logmask 0x0000000000000000
Module 'cvfs_plugin’ module 0x004000 logmask 0x0000000000000000
Module 'cvfs_disk’ module 0x008000 logmask 0x0000000000000000

To enable the cvENTR and cvEXIT trace points of the plugin, rwlock, vnops, and memalloc routines, use
themodulescommand.
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shrubbery %h: cvdb -m modules=0x4501 logmask=3

The bit masks are addig, not replacement. This means that modules and trace points you do not specify
are unaffected.d'turn on all debugging on all trace points, specify minus one (-1).

shrubbery %h: cvdb -m modules=-1 logmask=-1

Once the module has been added to the system, log messages will then be dumped irgaiecdlane
buffer. Modules may find it corenient to declare a macro in each file so that the form of log messages will
be the same in each file. For example, the following macro definition and following log functitdc w
dump information to the log buffer if the trace point is enabled:

#define LOGINFO (&MyLogModule)

LogMsg(LOGINFO, cvEXIT, "Plugin read return error %d bytes %lIx",
error, num_bytes);

To extract the messages from the log on a running system, usgdpgon ofcvdb.

To extract the messages from the log from a crashdump, you must ug @péon, and specify the name
of theunixfile and the name of the memory core file.

cvdb -G unix=unix.21 core=vmcore.21.comp > /tmp/logbuf

Note: The-G option is not gailable on all platforms and the location and names of the "unix" and "core"
files will vary.

SYSLOG
The StorNext client file system can log certarangs so that theshow up on he system console and in the
system log/var/adm/SYSLOGThe verbosity of messages can be controlled visysogparameterThe
default is to log all messages. S®slogd1m) for more information of setting up system logging.

There are four log lels: none notice, info,anddebug. The levels are prioritized so that thdebuglevel is
the most verbose; setting thedkto none will turn off logging completely The events that are logged at
each leel are as follows:

notice

» reconnection with the FSM.
info

« al notice messages, plus

» socket daemon termination

debug
* Currently unused

The log level is set todebugby default.

BUSY UNMOUNTS
Occasionallyit will be impossible to unmount the SNFS file systeenavhen it appears that all processes
are no longer using the file system. The problem is that the processes are ehost tikezombiestate;
while they do not shav up in ps, then can be found usinigrash. Usually, these processes are waiting on a
lock in the SNFS file system, or waiting for a response from the FSM.

DEBUG LOGGING EXAMPLES
To enable logging:
cvdb -e

To dsable logging:
cvdb -d
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To retrieve (get) log information on a running system:
cvdb -g > cvdbout

To oontinuously retrige log information on a running system, snapping the trace once per second:
cvdb -g -C > cvdbout

To continuously retrige log information on a running system, snapping the trace ormcg ®vo seconds
and stopping when the file nam8@OP appears:
cvdb -g -C -D 2000 -S STOP > cvdbout

To oontinuously retrige log information on a running system, andesdhe output to files namedvd-
bout.000000cvdbout.00000Q%tc. andwrapping after 100 files kia been written:
cvdb -g -C -F -n 100

To continuously snap traces namigaip/snap.0000Q@tmp/snap.0000Qkc.:
cvdb -g -C -F -N /tmp/snap

To retrieve log information from a crashdump:
cvdb -G unix=name_of_unix_fileore=name_of core_file

To list all the modules and their enabled trace points:
cvdb -l

To st trace points in individual modules:
cvdb -m modules=bitmask_of_moduldegmask-tracepoints

To resize the log to 12 myebytes:
cvdb -R 12m

To dump out all the pre-defined trace points:
cvdb -L

SEE ALSO
syslogd1m), umount(1m),cvdbse(1)
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NAME
cvdbset — A program to control cvdb tracing.

SYNOPSIS
cvdbset[optiong

DESCRIPTION
cvdbsetis a tool for system administrators to conttetib(1) tracing information from th&torNext Fle
Systen{SNFS) client file system.

The level of tracing emitted can be controlled on a per module basis. The set of modules for which tracing
is enabled is called the trace set. Thellef tracing can be refined further by specifying a set of tracepoints
(such as entry/exit points). The set of enabled tracepoints is called the logmask.

Warning: enabling tracing can ¥ a sibstantial performance impact.
cvdbsetcan be used to:

List all the current client modules in the trace set.

Add all modules to the trace set.

Define the trace set.

Add selected modules to trace set

Remwe slected modules from the trace set

Set the logmask for a set of modules in the trace set.

Resize the logging buffer

Start/stop continuous tracing

Disable tracing

OPTIONS
no options
Display the whether tracing is enabled/disabled, the size of the loggfieg the modules in the
trace set, and their corresponding logmasks.
all Enable tracing of all modules. Once cvdbset with a list of modulesakdd, some modules are
turned of. cvdbset all sets all modules for tracing. When used witlor -, add or remee dl
modules.

[:Jmodule]]:Imodule2...
When irvoked with a list of modules, cvdbset first disables all modules. Then, it enataleBye
the gien list of modules. @ e all modules that can be enabled, usevldbset -lcommand/op-
tion. If the module name is preceded by, al modules containing the module name will be af-
fected.

+ [:]Jmodule][:]module2...
When irvoked with a plus sign (+) as the firstgarment followed by a list of modules, thevai
list of modules is added to the current trace set. If the module name is precededloyedules
containing the module name will be affected.

- [:]module][:]module2...
When irvoked with a minus sign (-) as the firstgament followed by a list of modules, the/ei
list of modules is remad from the current trace set. If the module name is preceded,gl a
modules containing the module name will be affected.

-h Display a help message and exit.

-C Enable continuous cvdb tracing. The trace log will be redti@nce per second and placed in files
named cvdbout.000001, ...

-d Disable cvdb tracing.
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-g Dump the current trace buffer to standard out.

-l Display whether logging is enabled, the buffer size, and the logmask for all modules.
-L Display the list of all @ailable tracepoints for use with the -t option.

-r mb  Resize the trace buffer mbmegabytes.

-t tracepoint
For the indicated modules, enable tracing only for the indicated tracepoints. Mitigiéions
can be supplied. Use the option tocvdbsetto see a listing of tracepoints.

EXAMPLES
To e what modules are in the trace set and their logmasks, the corowadlisdtwith no parameters is

used. Herés the output from this command at start-up.

Debug logging is DISABLED, Bufsize 4194304
Currently set masks:

Module ’ proxy_clnt’ module 0x0000000000000001 logmask Oxfffffffffffffff
Module ’ cvdir module 0x0000000000000002 logmask Oxffffffffffffffff
Module ’ cvdisk’ module 0x0000000000000004 logmask Oxffffffffffffffff
Module ’ cvnc’ module 0x0000000000000008 logmask Oxffffffffffffffff
Module ’ cvpath’ module 0x0000000000000010 logmask Oxffffffffffffffff
Module ’ portmap’ module 0x0000000000000020 logmask Oxfffffffffffffff
Module ’ cvsock’ module 0x0000000000000040 logmask Oxffffffffffffffff
Module ’ cvsubr’ module 0x0000000000000080 logmask Oxffffffffffffffff
Module ’ dmigfs’ module 0x0000000000000100 logmask Oxffffffffffffffff
Module ’ dmig’ module 0x0000000000000200 logmask Oxffffffffffffffff
Module ’ dmon’ module 0x0000000000000400 logmask Oxffffffffffffffff
Module ’ extapi’ module 0x0000000000000800 logmask Oxffffffffffffffff
Module ’ extent’ module 0x0000000000001000 logmask Oxffffffffffffffff
Module ’ fsmat’ module 0x0000000000002000 logmask Oxfffffffffffffff
Module ’ fsmcom’ module 0x0000000000004000 logmask Oxfffffffffffffff
Module ’ fsmdmig’ module 0x0000000000008000 logmask Oxffffffffffffffff
Module ’ fsmproxy’ module 0x0000000000010000 logmask Oxffffffffffffffff
Module ’ fsmrtio’ module 0x0000000000020000 logmask Oxffffffffffffffff
Module ’ fsmtoken” module 0x0000000000040000 logmask Oxffffffffffffffff
Module ’ fsmvfs’ module 0x0000000000080000 logmask Oxffffffffffffffff
Module ’ fsmvnops’ module 0x0000000000100000 logmask Oxffffffffffffffff
Module ’ memalloc’ module 0x0000000000200000 logmask Oxffffffffffffffff
Module ’ proxy_con’ module 0x0000000000400000 logmask Oxffffffffffffffff
Module ’ quotas’ module 0x0000000000800000 logmask Oxffffffffffffffff
Module ’ recon’ module 0x0000000001000000 logmask Oxffffffffffffffff
Module ’ rtio’ module 0x0000000002000000 logmask Oxfffffffffffffff
Module ’ rwbuf’ module 0x0000000004000000 logmask Oxffffffffffffffff
Module ’ rwproxy’ module 0x0000000008000000 logmask Oxfffffffffffffff
Module ’ rwlock’ module 0x0000000010000000 logmask Oxffffffffffffffff
Module ’ rw’ module 0x0000000020000000 logmask Oxffffffffffffffff
Module ’slidingbucket’ module 0x0000000040000000 logmask Oxfffffffffffffff
Module ’ sockinput’ module 0x0000000080000000 logmask Oxffffffffffffffff
Module ’ proxy_srv’ module 0x0000000100000000 logmask Oxffffffffffffffff
Module ’ proxy_subr’ module 0x0000000200000000 logmask Oxffffffffffffffff
Module ’ vfsops’ module 0x0000000400000000 logmask Oxffffffffffffffff
Module ’ vnops’ module 0x0000000800000000 logmask Oxffffffffffffffff
Module ’ perf' module 0x0000001000000000 logmask Oxffffffffffffffff
Module ’ md_cvdir' module 0x0000002000000000 logmask Oxffffffffffffffff
Module ’ md_cvsock’ module 0x0000004000000000 logmask Oxffffffffffffffff
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Module ’ md_cvsubr’ module 0x0000008000000000 logmask Oxffffffffffffffff
Module ’ md_dmon’ module 0x0000010000000000 logmask Oxffffffffffffffff
Module ’ md_fsmcom’ module 0x0000020000000000 logmask Oxffffffffffffffff
Module * md_memalloc’ module 0x0000040000000000 logmask Oxffffffffffffffff
Module ’ md_rwlock’ module 0x0000080000000000 logmask Oxffffffffffffffff
Module ’ md_rw’ module 0x0000100000000000 logmask Oxffffffffffffffff

Module ’ md_rwproxy’ module 0x0000200000000000 logmask Oxfffffffffffffff
Module * md_socksubr’ module 0x0000400000000000 logmask Oxfffffffffffffff

Module ’ md_vfsops’ module 0x0000800000000000 logmask Oxffffffffffffffff
Module ’ md_vnops’ module 0x0001000000000000 logmask Oxffffffffffffffff
Module ’ sh_cvsubr’ module 0x0002000000000000 logmask Oxffffffffffffffff
Module ’ sh_fsmcom’ module 0x0004000000000000 logmask Oxffffffffffffffff
Module ’ sh_sockinput’ module 0x0008000000000000 logmask Oxffffffffffffffff
Module ’ sh_vnops’ module 0x0010000000000000 logmask Oxffffffffffffffff

To enable tracing for selected modules:

cvdbset md_vnops rw fsmvnops fsmtoken fsmdmig

This enables tracing for only thesedfimodules and prints the output:

Setting md_vnops.

Setting rw.

Setting fsmvnops.

Setting fsmtoken.

Setting fsmdmig.

cvdb -m modules=0x0001000020148000 logmask=0xffffffffffffffff

If an argument is preceded by a colon (:), theyn module whose name contains the argument as a sub-
string is included.

To enable the md_vnops tracing module and all of the proxy-related modules:
cvdbset md_vnops :proxy

This displays the following output:

Setting md_vnops.

Setting proxy_clnt.

Setting fsmproxy.

Setting proxy_con.

Setting rwproxy.

Setting proxy_srv.

Setting proxy_subr.

Setting md_rwproxy.

cvdb -m modules=0x0001200308410001 logmask=0xffffffffffffffff

To add rwbuf and vnops modules to the current tracing set with the cvEENIMR cvEXIT tracepoints en-
abled:

cvdbset -t cvENTRY -t cvEXIT + rwbuf vnops
This displays the following output:
Adding rwbuf.
Adding vnops.

cvdb -m modules=0x0000000804000000 logmask=0x0000000000000003
To remove wbuf and vnops from the current tracing set:

StorNext File System April 2007 24



CVDBSET(1M) CVDBSET(1M)

cvdbset - rwbuf vnops

This displays the following output:

Clearing rwbuf.
Clearing vnops.
cvdb -m modules=0x0000000804000000 logmask=0x0000000000000000

The special modulall can be used with both theand- options to add/reme dl modules from the trace.

After tracing is enabledvdbset -gcan be used to retrie the trace. When desiredvdbset -dcan be used
to disable tracing.

Various cvdb(1) command/options can be used feerefiner control of tracing. Seevdb(1) for more de-
tails.

I/O PERFORMANCE ANALYSIS

The 'perf trace module is very useful to analyze 1/0 performance, for example:
cvdbset perf
Thencvdbset -gwill display info like this:
PERF: Device Write 41 MB/s IOs 2 exts 1 offs Ox0 len 0x400000 mics 95589 ino 0x5
PERF: VFS Write EofDmaAlgn 41 MB/s offs 0x0 len 0x400000 mics 95618 ino 0x5
The 'PERF: Device’ trace st throughput measured for the device I/O. It also shows the numberof 1/0’
that it was broken into and number of extents (sequence of consdiesystem blocks).

The 'PERF: VFS' trace shows throughput measured for the read or write system call and significant aspects
of the 1/O including:

Dma - DMA

Buf - Buffered

Eof - File extended

Algn - Well formed DMA I/O

Shr - File is shared by another client
Rt - Fileisreal time

Zr - Holein file was zeroed

Both traces also report file offset, 1/0 size, layefmics), and inode number.
Sample use cases:

1) Verify 1/O properties are as expected.
The VFS trace can be used to ensure that the displayed properties are consistent with expectations, for
example, well formed, Wffered vs. DMA, shared/non-shared, or 1/O sifea small I/O is being per
formed DMA then performance will be pooif DMA 1/O is not well formed then it requires arte
data cog and may &en be boken into small chunksZeroing holes in files has a performance im-
pact.

2) Determine if metadata operations are impacting performance.
If VFS throughput is inconsistent or significantly less than Device throughput then it may be caused
by metadata operations. In that caseduld be useful to display 'fsmtoken’, 'fsmvnops’, and 'fsmd-
mig’ traces in addition to 'perf’.

3) Identify disk performance issues.
If Device throughput is inconsistent or less thapeeted then it may indicate a\sialisk in a stripe
group or that RAID tuning is necessary.

4) Identify file fragmentation.
If the extent count 'exts’ is high then it may indicate a fragmentation problés.causes the diee
I/O’s to lroken into smaller chunks which can significantly impact throughput.
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5) Identify read/modify/write condition.
If buffered VFS writes are causing Device reads then it may be beneficial to match 1/O request size to
a nrultiple of the 'cachebufsize’ (default 64KB, semunt_cvfg1)). Anotherway to avoid this is by
truncating the file before writing.

SEE ALSO
cvdb(1)
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NAME
/etc/init.d/cvfs - Initialization script for StorNext File System components (Unix only)

SYNOPSIS
service cvfg{ start|stoprestart|fullstop}

DESCRIPTION
The StorNext File System (SNFS) can be controlled by the syetef®) mechanism. For more informa-
tion on the init.d services reference thi#(8) andchkconfig(8) man pages.

This initialization script responds to the nornmsthrt, stop and restart commands. Thisllows the
StorNet File System to be started and stopped sittime, and thdullstop option unloads CVFSéknel
modules.

Note: Take are not to trigger an HA reset action on a server when it has been configured fowvaligh A
ability (HA). For more information about HA reference thighamgr(1M) man page.

See thenit (8) orchkconfig(8) man pages for additional startup and shutdown options.

On Solaris clients, StorNext File System Servicaglmen integrated into the Solaris service management
facility, smf. Thecvfsscript is located in /usr/cvfs/bin.

Starting SNFS Services
Thesewvice cvfs startcommand should bexecuted only after local file systems are mounted and the net-
work is initialized. The following steps araesuted:
— CVFS kernel modules are loaded.
— Base SNFS services are startéithis includes the SNFS portmapper service andreeded
HBA drivers.
— Any SNFS metadata servers included in fbmalist(4) file are started automatically.
— SNFS file systems included in the systefstab(5) orvfstab(4) file are mounted.
— StorNext Storage Manager (SNSM) components are started/ifiténstalled.

Stopping SNFS Services
Thessewvice cvfs stopcommand should bexecuted before the network is brought down and before the lo-
cal filesystems are unmounted. The following stepseeuged:
— SNSM components are stopped.
— All SNFS file systems are unmounted.
— Al SNFS server components are shut down.

The kernel modules are not unloaded unlessullstop option is used.

FILES
/etc/init.d/cvfs

SEE ALSO
mount(1M), snhamgr(1M), fsmlist(4), vistab(4), fstab(5), init.d (7), chkconfig(8)
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NAME
cvfsck — Check and Reeer a SorNext File System

SYNOPSIS
cvfsck[optiond [ FsNamé[ FsPath

DESCRIPTION
The cvfsck program can check and repair StoxNfle system metadata corruption due to a system crash,
bad disk or other catastrophic failure. This program also has the ability to list all ofigtiegefiles and
their pertinent statistics, such as inode numdieg, file type and location in the file system.

If the file system is aate, it may only be checked in Bead-onlymode. In this mode, modifications are
noted, but not committed. Ther option may be used to perform a read only check as well.

The file system checking program must be run on the machine where the File System Services are running.
cvfsck reads the configuration file and compares the configuratminsighe metadata it finds. If there are
inconsistencies in the metadata, the file system is repaired toerdsede issues. It is important that the
configuration file (sesnfs_config5)) accurately reflects the current state of the file system. If you need to
change a parameter in a current configuratiore aaopy of the configuration first.

OPTIONS
-a This option can only be used witli and is used to tettvfsck to print totals (all). When used, a
line is printed after each stripe group showingmary free space fragments exist for that stripe
group. Inaddition, at the end of the run, this options prints the grand total of free space fragments
for all stripe groups.

-B This option can only be specified alone and is used touitk to perform (B)efore corersion
checks. Whemsed, the result is printed informing whethervasion could proceed and if not,
the action necessary.

—c pathname
Provide a specific path to a configuration file that is to be usestiding the implicit location.
This option is used whervupdatefsinvokes cvfsck as a sub-process to insure that the file system
meta data is consistent prior to doing a capacity or bandwidth expansion.

-C Clobber a corrupted free inode list. No data will be lost in this procesmédiadata usage may be
increased after running this command. Only run this command if cvfsck cannot repair free-list in-
consistencies.

-d Internal debug use. This option dumps a significant amount of data to the standard output device.

-e Report statistics for extents in each filEhis reporting option enables all the same file statistics
that the-r flag enables. In addition, the flag enables statistic reporting for each extent in a file.
All extent data is displayed immediately following the parentsfilformation. See the flag de-
scription for file statistics output. The extent stats are output in theviofarder;Extent#, Stripe
group, File elative block, Base block, End bkodo checking is done. This flag impliesand-n
flags.

-E Erase i.e. "scrub" on disk free space. Cvfsck will write a patternsofv@t all free space on the
disk. Itworks in conjunction with theP option that reports the last block actually scrubbed in
case of a crash during a scrub operation. This is intended for Linux.

—f Report free space fragmentation. Each separate chunk of free allocation blocks is tallied based on
the chunks dze. Afterall free chunks are accounted,farreport is displayed showing the counts
for each unique sized free space chunk. Free space fragmentation is reported separately for each
stripe group. The free space report is sorted from smallest contiguous allocation chugésto lar
The "Pct." column indicates percentage of the stripe group space/¢hesged chunks makup.
The "(sum)" column indicates what percentage of the total stripe group spacensutaloy
chunks smaller than, and equal to theegisze. The "Chunk Size" ges the chunks gze in file
system blocks, and the "Chunk Count" column displays imary instances of this sized chunk
are located in this stripe groggtee spaceFor more information on fragmentation see #rds-
defrag(1l) page. No checking is done. Impliesflag. Seelso-athat is used to get more output.
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-g Print journal receery log. With this flag cvfsck reports contents of the metadata jouroald&
bugging use only Implies-n flag.

=i Print inode summary reportVith this flag cvfsck scans the inode list and reports inode statistics
information then ®its. Thisincludes a breakdam of the count of inode types, hard links, and size
of the largest directoryThis is normally reported as part of the 'Building Inode nBatabase’
phase ayway hut with this flag cvfsck exits after printing the inode summary report and skips the
rest of the operations. This allows the inode summary report to run @sttyifpliesn flag.

-G Exit immediately after cvfsck completes onindlowns systems. Without this flag theivdows
command terminal will wait for ady o be pessed beforexéing. Thisflag has no effect on non-
Windows systems.

| Execute journal reaery and then xit. Running journal reogery will ensure all operations @
been committed to disk, and that the metadata state is up to date. It is recommended that cvfsck is
run with the-j flag before apread-only checks or file system reports are run.

-J Dump rav journal to a file named jrnredat and then exit. For debugging use only.

-K Forces the journal to be cleared and red#&tRNING: Resetting the journal may introduce meta-
data inconsistenyc After the journal reset has been completed, run cvfsck to verify and repair an
metadata inconsisteyndJse this option with extreme caution.

- This option will log ag problems to the system logNOTE: This flag may be deprecated in fu-
ture releases.

-L inode
Reassigns the FOUND (orphaned) files to another directidrg agumentinodewhich accompa-
nies the-L flag is the inode number of the directory which should vecany FOUND files. The
SNFS inode is a 64-bialue. Onsome platforms stat operations will only return 32-biues. If
you are unsure, the 'dc pathname’ command can be usadsiib to find the 64-bit inode num-
ber If the argument does not point to a valid directory cvfsck will exit with an.éftde-L flag
is not gven, FOUND files will be placed in the root of the SNFS file system.

-M Performs simple checks that attempt to determine whethew anatadata dump is needed. If the
checks find that a dump is needed, cvfsck wiit with status 1 and print arxglanation. Ifthe
checks do not find that a dump is needed, cvfsck willveith status 0. If an error occurs while
performing the checks, cvfsck will print an explanation and exit with statd$ii®. option is use-
ful only on managed file systems. Note: these checks arematgve, and, in some cases, cvf-
sck will exit with status 0 when awedump is actually required.

-n This option allows a file system to be chedhn aread-only mode. The modifications thatowld
have happened are describedtltare not actually performed. A read-only file system check may
display errors if there are journaled file system transactions whiehrbiyet been committed. It
is recommended that cvfsck is run with théag before a read-only check is run.

—p StripeGroupName
This option provides a method for deleting all files thatehdocks allocated on thegn dripe
group. All files that hee  least one data extent on theegi Sripe group will be deletedyen if
they haveextents on other stripe groups as wall/ARNING: Use this option with extreme cau-
tion. This option could remve files that the user did not intend to remacand there are no meth-
ods to recwer files that hae been deleted with this option.

-P Report progress of an Erase operation. This flag enables the writing of a file in $SOUF&kR-
bug of the last block on a gén grip group that has been scrubbed. The files are created on a
stripe group by stripe group basis as $CVBER/cvfsck_<FsName>_sg<StripeGroupOrdinal>.
This is intended for Linux use.

-r This report option shws information on file state. Information for each file is output in theviello
ing order. Inode#, ModeSze Block count, Extent count, Stripe groups, AffinRgth
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—s StripeGroupName
THIS FUNCTIONALITY IS ONLSJPPORTED ON MANGED FILE SYSTEMS
Provides a method for restoring data on theegigripe group. After cvfsck completes in this
mode all files on the gén gripe group will be set to APE ONLY. All data blocks on the gén
stripe group will be gone and subsequent access of these file will trigger eeréuia tape.
NOTE: Running this command may result in data loss. Please refer to the StorNext documenta-
tion before gecuting this command.

-t Report files that trespass on the restricted areas of stripe gi8ppse for these files mayvea
been mistakenly allocated in these areas by previous releases ofx§tardeany file reported
should be meed. Noother checking is done.

—T directory
This option specifies the directory where all temporary files created by cvfsck will be placed. If
this option is omitted all temporary files will be placed in the systelfault temporary folder
NOTE: cvfsck does honor the use of TMPDIR/TEMP environment variables.

-V Use verbose reporting methods.

—X Report statistics for input to a spread sheédn. checking is done. Implieg,-r and-n flags. All
values are in decimal. Data is comma separated and in this dndele#, Mode Sze Block
Count, Afinity, Path, Extent Count, Extent Nump&ripe group, File Relative Block, BaskEnd,
Depth, Breadth

-X (Engineering use onlyFree all inodes in extended attribute chains. Extended attributes present in
these inodes will be deleted.

FsName

Specifies a file system to check. Otherwise all file systems on this system will be displayed for se-
lection.

FsPath Forces the program to use a location other fhan'cvfs/datéo locate the file systems.

EXIT VALUES
cvfsck will return one of the following condition codes upon exit.

0 - No e rror, no changes made to the file system
1 - | nconsistencies encountered, changes have been
made to the file system
- A r ead-only cvfsck will return 1 if journal replay is needed.
- A r ead-only cvfsck will only print the needed fixes and not
commit changes to the metadata.
2 - F atal error, cvfsck run aborted

NOTES
It is strongly recommended that cvfsck be run firstead-onlymode to she the extent of anmetadata
corruption before attempting ychanges.

Unless runningvfsck in read-only mode, the file system should be unmounted from all machines before a
check is performedIn the eent that repairs are required acdfsck modifies metadata, it will report this

at the end of the check. If this occursy amachines that continue to mount the file system should be re-
booted before restarting the file system.

In order to ensure minimum run-tinegfsck should be run on an idle FSS sanExtraneous I/O and pro-
cessor usage will serely impact the performance o¥fsck

CRC checks are modone on all Vihdows Security descriptoraNindons Security Descriptors with incon-
sistent CRG ae remaed causing affected files to inherit permissions from the parent folder.

Cvfsck limits the number of trace files to 100. It starts nmpthe oldest trace file if the max number of
trace files inusr/cvfs/datd-sNaméraceis exceeded before awdile is created.

NOTE: On lage file systems cvfsck may requires 100s ofjghgtes or more of local system disk space
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for working files. Please refer to the StorNext documentation to ensure minimum system requirements are
met.

FILES
lusr/cvfs/data/*
Jusr/cvfs/config/*.cfgx

SEE ALSO
snfs_config5) cvmkfile(1), cvupdatefq1), cvadmin(1), snfsdefrag1)
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NAME
cvfs_config — StorNext File System Configuration File
DESCRIPTION
This man page is deprecated - sats_config5) for details on the StorNext File System Configuration File

SEE ALSO
snfs_config5), snfs.cfgx5), snfs.cfd5),
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NAME
cvfsd — StorNext File System Daemon

SYNOPSIS
Internal Kernel Thread
DESCRIPTION

Cvfsdis a serer daemon that is launched by B@rNet File Syster{SNFS mount_cvfg1) command. It
is an internal kernel thread and is used for nétwcommunication to th€ile System Marger. Multiple
cvfsd threads are launched for each SNFS file system. The numbefsdfthreads can be modified. See
mount_cvfg1) for details.

ENVIRONMENT
Quantum Internal Use Only - only on Solaris.

WATCHER_NODETRCH
If set, cvfsdwill not detach from its parent process. Used stefidd under the control of a debugger.

WATCHER_NORESTART
If set, cvfsdwill not be restarted automatically after an unsuccessful exit or crash.

SEE ALSO
cvfs(1), mount_cvfq1)
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NAME
StorNext File System Faier - How To Configure and Operate

DESCRIPTION
The StorNext File System uses a single File System Man&&) (process per file system to manage
metadata. Sincthis is a single point ofaflure, the ability to configure an additional hot-standby FSM is
supported. Thisedundant configuration is called Higlvallability (HA). An HA cluster comprises ta
identically configured seer-class computers operating as metadata controllers (MBif)er MDC in an
HA cluster can seevas he primary MDC for the purposes of configuring the cluster and for running the
processes that provide the Stomn8torage Manager (SNSM) features. The alternate MDC is csdled
ondary.

All SNSM HA clusters must he me (HaShared) unmanaged Stottrfde system dedicated to configura-

tion and operational data that is shared between the MDCs. The MDC runninguedHaSthared FSM is

the primary MDC by definition. The primary MDC runs the actie FSMs for all the managed file systems
(HaManaged), as well as the HaShared file system, and it runs all the management processes together on
one MDC. In the eent that an HaManaged FSM proceadsf another FSM process for that file system

will be started and aetited on the primaryThere are no redundant FSM processes on the secondary MDC

for HaManaged file systemdNon-managed file systems (HaUnmanaged) can beeaati ather MDC.

There is a redundant standby FSM ready te taktrol through the aatétion protocol for each HaUnman-

aged file system.

HA cluster configurations guard against data corruption that could occur from both MDCs simultaneously
writing metadata or management data by resetting one of the MDCs when failure conditions are detected.
HA resets allav the alternate MDC to operate without risk of corruption from multiple writers. HA reset is
also known asghoot Myself in the Heg@MITH) for the way that resets are triggered autonomously

resets occur when an a&iFSM fails to update the arbitration control block (ARB) for a file system, which
prevents the standby from attempting aeaker, but also fails to relinquish control. HA reset also occurs
when the actie HaShared FSM stops unless the file system is unmounted on the loeahgleich ensures

that management processes will only run on a single MDC.

There are three major system components that participateiiowef situation. First, there is the FSM Port
Mapper daemorfsmpm(8). Thisdaemon resolves the TCP access ports to the server of the file system.
Along with this daemon is the Node Status Server daei83.(This daemon monitors the health of the
communication network and the File System Services. The third componenEiSNtibat is responsible

for the file system metadata.

Wheneer a file system drier requests the location of a file system serthe NSSinitiates a quorumate

to decide which of the FSMs that are standing by shouldagtiThe vote is based on an optional priority
specified in the FSM host configuration lifsinlist(4), and the connectivity each server has to its clients.
When an elected FSM isvgh the green light, it initiates ailover protocol that uses an arbitration block
on disk (ARB) to tak control of metadata operations. The eating sener brandsthe file system by writ-
ing to ARB block, essentially takingnmership of it. It then re-checks the brand twice to ermake another
sener has not raced to this point. If all is correct, it lets the serveroi@k The nev server re-plays the file
system journal and publishes its port address to the local FSM Port M@ these steps are ¢ak
clients attempting connection will recs their operations with the meserver.

SITE PLANNING
In order to correctly configure aifover capable StorNext system, there are a number of things to consider
First, hardware connectivity must be planned. It is recommended thatsshae redundant network con-
nections. lrorder to failwer, the metadata must reside on shareable storage.

CONFIGURATION
This section will shey how to set up a StorNext configuration in a way that will support f@&ilo

File System Name Sefer C onfiguration
The fsnamesevers(4) files should hae wo hosts described that could manage the File System
Name Services. This is required to ensure that the name service, and therefore thimNSS v
capabilities, do not k@ a #ngle point of failure. It is recommended that these server machines
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also be named as the name sesv lItis important to note that tHenamesevers list be consis-

tent and accurate on all of the participating SAN clients. Otherwise some clients may not correctly
acquire access to the file system. In otherds, be sure to replicate tfemamesevers list across

all SNFS clients.

FSM List

Each line in the FSM list filésmlist(4) describes a single file system name. An entry in this file
directs thdsmpm process to start &sm process with a configuration file of the same name.

File System Configuration
GUI supported configuration is done by completely configuring a single MDC, and then the con-
figuration is copied to the other MDC through the HaShared file syddgniand configurations
must be exactly the same on both MDCs.

License Files
License files must also be distributed to each system that may be a server.

OPERATION

Once all the servers are up and runniny ttam be managed using the norraghdmin(1) command. The

active ®ners will be shown with an asterisk) (before it. Server priorities are shio inside brackts. DO

NOT start managed FSMs on the secondary server by hand as this violates the management requirement for

running all of them on a single MDC. When a managed FSM will not start releafalyover can be forced
by the snhamgr command on the primary MDC as follows:

snhamgr force smith

FILES
lusr/cvfs/config/license.dat
[usr/cvfs/config/fsmlist
lusr/cvfs/config/fsnameservers
SEE ALSO
cvadmin(1), snfs_configb), cvfsck(1), fsnamesevers(4), fsm(8), fsmpm(8)
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NAME
cvfsid — Display SNFS System Identifier

SYNOPSIS
Jusr/cvfs/bin/cvfsid [-?Ghnl]

DESCRIPTION
cvfsid provides a mechanism for displaying the SNFS identifier for eeuting system.For customers
using client-based licensing, SNFS identifiers are used to generate individual client ligénisedentifier
string is submitted to Quantum Technical Support for license authorizagign Beethe installation in-
structions for additional information on SNFS licensing.

OPTIONS
—h, =? Display help

-G Gather mode.NOTE Not intended for general us®©nly use when recommended by Quantum

Support.
- List the local hoss Authorizing IDs, IP addresses, and M#& (Linuxonly.)

-n Display the network interface information in a compact, machine readable form

When eecuted without options, cvfsid prints the information required to generate a license for the host on
which it is executed. Simplyexecute the program on each participating system, and either Email or Fax the

identifiers to Quantum Technical Support for authorizatieys k

After the license &ys ae receved cut-and-paste them into the filesr/cvfs/config/license.dan the system
that runs the CVFS File System Manager.

FILES
lusr/cvfs/config/license.dat

SEE ALSO
cvfs(1), snfs_config5), SNFS Installation Instructions
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NAME
cvgather — Compile debugging information for a StorNext File System

For cvgather on Vihdows, see "All Programs/StorXeStorNet/Help" and click on "Gather Deigging
Info (cvgather)".

SYNOPSIS
cvgather -f FsNamd-sukx] [-o0 OutputFild [-n NumberOfCvlogq -U UserCorg [-K KernelCorg
[-p SnfsPath

DESCRIPTION
The cvgather program is used to collect debug information from a file sysfEis creates a tar file of the
system’sStorNext File Systeaebug logs, configuration, version information and disk devices.

The cvgather program will collect client debug information on client machines andes@mformation on

sener machines, as well as portmapper information from all machines. System log files as well as SNFS
log files are included. At the users optiongather also collects core files from user space utilities, such

as the fsm, and also from the operating systeme, when @ilable. Thisinformation provides Quantum
technical support stiafvith enough information to deal with most problems encountered by SNFS users.

USAGE
When the operator encounters an error using SNFS and wishes to send debugging information to Quantum
technical support, thevgather utility may be run. The following command arguments and optidiestaf
the behavior otvgather.

-f FsName
Specify the name of the file system for which debugging information should be collected. Some
information is uniersal to all installed file systems, while some is unique to each file system.

-k Collect the core file from the operating system kernel. This option is not supported on Linux. The
-k option collects the érnel core from the default location for the mactsrgperating system.or
collect the kernel core from another location tse

-K KernelCore
Collect the kernel core file from wfile. You must specify the full filename as well as the path.

-n NumberOfCvlogs
Specify the number of cvlog files to include in the tarball. If this option is not selected, 4 will be
used. This is the default number of cvlogs used by the fsm.

-0 OutputFile
Specify the name of the output file. This name is appended with the suffix ".tar’. If this option is
not selected, the name of the file system will be used as a default.

-p SnfsPath
Specify the file path to the SNFS install directolfythis option is not selected, the patisr/cvfs
will be used as a default.

-S Gather symbol information without core files.

-u Collect the core file from userecutables, such as the fsBy default, if the exist, cvgather will
pick up a file named "core" and the the most recently modified "core.*" file on systems that sup-
port core file names withxeensions. Theu option collects core files from thdeélug’ directory
in the SNFS directoryTo collect user core files from another location or core files with with non-
standard names usé.

-U UserCore
Collect the user core file fromwafile. You must specify the full flename as well as the path.

-X Exclude files that are collected by pse_snapshot. Note that this option is intended to be used by
pse_snapshot only and not for general use. The behavior of this option may change without w
ing.
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Whencvgatheris run it will create a tar file, that can be simply e-mailed to Quantum technical support for
evduation. It is recommended that the tar file be compressed into a standard compression format such as
compress, gzip, or bzip2.

NOTES
IMPORTANT: cvgather creates a number of temporary files, thus mugt maite privileges for the direc-
tory in which it is run. These files, as well as the output tar file caprydarge, especially when therkel
core file is included, thus adequate disk space mustsiatde.

Several important log files are only accessible by the root, ukes it is important thatvgather be run
with root privileges to gather the entire range of useful information.

FILES
Jusr/cvfs/config/*.cfgx
/usr/cvfs/debug/cvfsd.out
/usr/cvfs/debug/nssdbg.out
/usr/cvfs/debug/fsmpm.out
lusr/cvfs/data/<fsname>/log/cvliog*

SEE ALSO
cvdb(1), cvversiong1), cvfsid(1) cvlabel(1)
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NAME
cvlabel — Label StorNext Disk Devices (LUNS)

SYNOPSIS
cvlabel -I[-ags\ [-F filter]

cvlabel -L [-agV] [-F filter]

cvlabel -c[-T] [-F filter]

cvlabel -Cformat[-F filter]

cvlabel -x

cvlabel [-ifrRvw ] [-q tag_g_depthlabel_list
cvlabel[-fw] —u VdumeName

cvlabel[-fw] —U DeviceName

cvlabel -DVolumeName

DESCRIPTION
cvlabelis used when configuring tt®&orNet File Systendisks. One host that has visibility to all the stor
age area network disk wlees must create a list of disk labels, their associated device names and optionally
the sectors to use. Theount_cvfq1) process uses thelume labels to determine which diskwdriis to ke
used forSNFSstripe group nodes. The label name that is written to a disk device must md@Iskhe.]
name in the~ile System Marger (FSM) configuration. Seenfs_config5) for details of the FSM configu-
ration file.

It is recommended to first us®label with the -l or —L option. This option will present all of the usable
disk devices found on the system. It will try to identify the volume label and display the results. This will
help determine what disk #@gs ae visible to the client.

The next step is to create tadbel_listfile. Use/usr/cvfs/examples/cvlabels.examatea template for your
file. Or, usecvlabel with the —c option, in which casevlabel will write on stdout the list of all déces
found in a format compatible withlabel_listfile.

Once alabel_listfile has been generated it must be edited to match the desired SNFS label updates. All
LUNSs included in thdabel_listfile that are not allocated to ti8torNet File Systenshould be remeed

from thelabel_listfile to prevent accidental werwriting of existing data. Once all updates to khgel_list

are complete cvlabel should be run using this file to apply label changes to the indicated LUNSs.

A final option for creating a label file is to use #@option with a format string. This bebes the same as
the —c option, except the format string is used to build template lafi#ls.format string uses a printf &k
syntax where % followed by a letter is replaced by information obtained from the stditagevailable
format strings ar@&B size in sectors¥%L lun number %C controller id and%S serial number Care
should be taken to use a format which generates unique namesitasdsefore using the output to label
them.

Certain RAID devices require special handlingvlabel uses the raid strings inquiry table to determine
which devices require special handling. The default table (displayed wiR thgtion), can beerridden

by a user supplied file $CVFE&RT/config/raid-strings. Notehe-R option is not intended for general use
and may be deprecated in the future. Only use when recommended by Quantum Support.

OPTIONS
-I,-L  Use the-l option (short format) or theL option (long format) to list usable disk devices on the
system.

—u VolumeName
Use the-u VoumeNameption to unlabel the specified volume.

—-U DeviceName
The —U DeviceNameoption is similar to theu option, except that the path to the device special
file is used instead of the label name.
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-S When used in conjunction with the option, the—s option prints the disk deéce serial # which
can be used to distinguish the difference betvaegaicate labelsandmultiple paths.

-g When used in conjunction with thieor -L options, theg option also prints GUID information for
EFl-labeled disks. The GUID includes a timestamp and th€ Mddress of the node that created
the label.

-a When used in conjunction with thé or —L options, the-a option also prints unusable disk de-

vices, along with a description of withey are unusable. This is usually due to a lack of OS sup-
port for large LUNs or an unsupported disk label format.

—F filter
When used in conjunction with the, —C, -l or —L options, the—F filter option will only list de-
vices whose inquiry string contains thileer string.

-V The -v option prints more information about the labeling procedsltiple —v options accumu-
late, providing more information often used for debugging the label process.

-q The-q option can be used during labeling to set the Command Tag Queue Depth for Irix systems.
By default, the Depth is set to 16.

-f The —f option forces labeling and you will not be asked for confirmation before labeling (or unla-
beling) a disk devicAMARNING: errors in the SNFS label_list file can cause data loss.

-C The —c option outputs a cvlabel format template file to stdout. This template file will reflect all
disk devices visible to the local system. Use this template to build a cvlabaM&NING: Be
sure to dit the template file to remore dl devices which you do not want labeled.

-T The-T option can be used in conjunction with theoption to facilitate coversion of labels from
the old VTOC format to the ne EFI format. The output will be similar to the ordinarg output,
but devices that do not need agansion or cannot be safely ognted will be output as comment
lines, along with explanatoryxe Only corvertible devices are output normally.

-D VdumeName
The-D VoumeNameption can be used to dump the labelfdumeNamen ascii to stdout.Ex-
amining this output is useful when debugging labels.

-r The -r option can be used to force a disk to be relabelesh iethere are no changes to the label
information. Normally such disks are skipped.

-R The —R option can be used to display the default raid strings inquiry table. Note that EFI labels
are not supported on IRIX systems for older releases of the Xsan File System.

=i The —i option controls the style of VTOC label writteNOTE: The VTOC format préously
generated by including thd flag is nav the default VTOC format. Thus, usage of tHelag has
been deprecatedl’he —i option can be used to write aykey dyle CVFS VTOC label.However
the lggacy VTOC format may become obsolete in a future release. Thaefault VTOC format
allows for greater compatibility in modern Stortieeleases. The ¢ecy VTOC format will not
work with the Solaris 10 operating system and beyond. Unless g is specified, cvlabel will
use the n& format for VTOC labels.

-wW The-w option tells cvlabel to @it for the completion of the disk scan that is requested after a disk
label has been written or a volume has been unlabeled. The disk scan requests that the file system
sener update its internal device tables and-theoption ensures that the operation has been com-
pleted. Notdhat a disk scan may talka umber of seconds on adg SAN or a SAN that isxpe-
riencing device errors.

*WARNING* Use this program with extreme caution! Modifying a system disks wlume label
may result in irreparable harm to your system. It may render the system inoperable andfce
you to repair the wlume using the boot maintenance program. Only label disk devices which
you are sure ae to be used for the StorNext File Systens dorage area network.
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FILE FORMAT
You may use théusr/cvfs/examples/cvlabels.examiile as a template.

A label entry consists of twor three parameters on a single line. White space and comment lines are al-
lowed. Comment lines are designated by using a pound #jgrs the first non—-white space character of
the line.

Thelabel_listfile format is as follows:
<SNFS_label_name> <operating_system_device_name> [<sectors> [<type>]]

Where:

<SNFS_label name>

The <SNFS_label _name>parameter is the name of the disk as described ifr$ih& configuration
file. The parameter must matciiZisk <SNFS_label_name>gntry.

<operating_system_device_name>
The<operating_system_device_nameis the device name of the complete disk device.

NOTE: operating system gé&e names may change after reboots and will differ per systesmaysl
configure SNFS label files, and label devices in the same session.

Onlrix systems, the device hames are found in the diredtesyrdsk and hae tevol sufiix. An
example would bésdOvol.

On Windows systems, the devices startRisysicalDrive0 and increment up to the number ofves
configured.

<sectors>

The <sectors>parameter is the number in 512-byte sectors that matchfsisk@ ype ...]configura-

tion in the FSM configuration file. This is required for disks that must be configured smaller than their
actual size. Forxample, MPIRE video disks must be under—configured to eliminate using the last
zone of the disk. Iksectors>is not specified or is specified -asthen thecvlabel(1) program will use

the entire aailable volume.

Some systems (and earlier releases of Stajan only use the first 2TB of disks that are larger than
2TB. To put a "short" VIOC label on such a disk (truncating it to 2TB), spestiprt32 for <sec-
tors>.

<type>

The <type> parameter is used tovaride the default label type, or to change the label type for a disk
that already has a label. Thalwe can be eithef TOC or EFI. The default isEFI; VTOC can be
used for compatibility with older StorNext releases.

EXAMPLES
List all the disk devices in a system.

rock # cvlabel -L
/dev/rdsk/dks0d1vol [SGI IBM DDRS-34560W S96A] SGI_IRIX Controller ' RDGX6289’, Serial 'RDGX

[.-]
/dev/rdsk/20000004cf733161/lunOvol/c2pl [SEAGATE ST336752FC 0002] unknown  Controller "Por

Then create a template label file:
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rock # cvlabel -c >label_list

The output file will include an entry for the 'unknown’ disk:

CvfsDisk_UNKNOWN /dev/rdsk/20000004cf733161/lunOvol/c2pl
Edit thelabel_listfile, changingCvfsDisk_UNKNOWN to the desired label name:

CvfsDisk 39 /dev/rdsk/20000004cf733161/lunOvol/c2pl

Now label the disk devices. Yolabel_listfile must be specified on the command line.

rock # cvlabel label_list

*WARNING* This program will ozer-write volume labels on the
devices specified in the filabel_list

After execution, the devices will only be usable by the

StorNext File System. You will e to re-partition the
devices to use them on a different file system.

Do you want to proceed? (Y / N) ->y

CVLABEL(1)

# host 2 lun O sectors 7167

/dev/rdsk/20000004cf733161/lunOvol/c2pl [SEAGATE ST336752FC  0002] wrkr@ontrollerPort A, Serial 2C
Do you want to label it SNFS-VTOC - Name: CvfsDisk_39 Sectors: 71675392 (Y / N) ->y
New Volume Label -Device: /dev/rdsk/20000004cf733161/luM@2pl SNF3 abel: CvfsDisk_39 Sectors: 71675

Done. 1source lines.1 labels.
The labels are done. List the disk devices again.

rock # cvlabel -L

/dev/rdsk/dksOd1vol [SGI IBM DDRS-34560W S96A] SGI_IRIX Controller 'RDGX6289’, Serial 'RDGX

[.]

/dev/rdsk/20000004cf733161/lun0Ovol/c2pl [SEAGATE ST336752FC 0002] SNFS-VTOC "CvfsDisk_3!

Generate a label file of all LS| storage which uses the controller serial number and lun humbers as compo-

nents of the labels.
rock # cvlabel -C CVFS_%S_ %L -F LSI > label_list
Display to stdout the default raid strings inquiry table.

rock # cvlabel -R

# Raid inquiry string table
# Controls interpretation of raid mode pages based on inquiry strings
#
# Allowed types:
# LSI LSl (Engenio) Raid in AVT mode
# Clariion Clariion (EMC) Raid in Auto trespass mode
# Seagate Dual port Seagate JBODs
# JBOD No special handling (Real JBOD or RDAC driver)
# String 1 String 2 Raid Type
"DGC" Clariion
"ENGENIO" LSI
"IBM" "1722-600" LSI
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"IBM" "1742-900" LSl
"IBM" "1814" LSl
"IBM" "Universal Xport" LSI
"LSI" "VirtualDisk" JBOD

"LSI" "MegaRAID" JBOD
"LSI" "ProFibre" JBOD
"LSI" "Universal Xport" LSI
"LSI" LSl
"SGI" "TP9300" LSl
"SGI" "TP9400" LSl
"SGI" "TP9500" LSl
"SGI" "TP9700" LSl
"SGI" "IS500" LSl
"SGI" "1S400" LSl
"SGI" "IS300" LSl
"STK" "FLEXLINE" LSl
"STK" "OPENSstorage" LSl

"STK" "Universal Xport" LSI
"STK" "BladeCtlIr" LSl
"SEAGATE" Seagate
"XYRATEX" Xyratex

Use the default rate strings inquiry table to seed a user-defined table.

rock # cvlabel -R > $CVFSROOT/config/raid-strings

NOTES
Due to conflicts between Solaris VTOC format and IrixOQ format the partition output from the Irix
fx(1M) utility may contain incorrect values. This will not affect StorNext.

Some operating systems require a reboot after a disk is labeled or relabeled. It is recommended that SNFS
nodes are rebooted aftemnkabels are written or existing labels are updated.
FILES
/usr/cvfs/examples/config.example
lusr/cvfs/examples/cvlabels.example
$CVFSROOT/config/raid-strings
SEE ALSO
cvfs(1), snfs_config5), mount_cvfq1)

StorNext File System May 2008 43



CVMKDIR(1) CVMKDIR(1)

NAME

cvmkdir — Create a StorNext Directory with an Affinity
SYNOPSIS

cvmkdir [-k key] dirname
DESCRIPTION

The cvmkdir command creates$torNext File Systendirectory and attaches an affinity paramekey)(to

it. If no option is used and the directory exists,dtmkdir command displays the assignefirdtfy. Once

an affinity is assigned to a directpiycannot be altered. If nkey is specified and the directory does not
exist, the directory will not be created.

An affinity may be dissociated from a directory by specifying an emgtyekg., ™).
Seesnfs_config5) for details about affinities to stripe groups.

OPTIONS
-k key Specify to the file system what affinitigg) to associate with the directaryAll new sub-directo-
ries and files created beneath this directory inheritfitsitgf 1f the affinity is changed or remed
only files or directories created after the change are affected.

dirname
The path of the directory to be created.

SEE ALSO
cvmkfile(1), cvaffinity (1), snfs_config5)
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NAME

CVMKFILE(1)

cvmkfile — Create a pre-allocated file

SYNOPSIS

cvmkfile [-epswi [k key] sizdk|m|g|t] filename

DESCRIPTION
cvmkfile can be used to pre-allocate a file on the StorNext file system. This is useful and preferable when
preparing a file for use in a real-time or streaming environment as the entire file is represented in only one
file system extent. Additionallafile can be placed onto a specific stripe group by specifyingghelue,
which is used as the affinity locat@esnfs_config5) for more details about affinities.

WARNING: This will destrqy all existing data for the specified file unless tteoption is used.

OPTIONS
-e

-k key

-W

The —e option tells cvmkfile not to clobber an existing file, just expand or verify the requested
space. Thelefault behavior is to unlink and re-create an existing file\{#eBNING above).

The -k key optionally tells the file system where to place the data fiilan Affinity Key is gpeci-
fied, the file is placed on stripe groups that are specified to supporeyhis there is no stripe
group with the ky gecified, then the file is placed in noxekisve data pools. If there are no
non-exclusie data pools, then ENOSPC (no space) is returned.

The —p option forces the allocation andyasubsequent expansions to be fitted "perfectly” as mul-
tiples of thePerfectFitSize configuration parametefhe allocation extent will alays line up on
and be a perfect multiple of the number of blocks specifi€drfiectFitSize.

The —s option forces the allocation to line up on the beginning block modulus of the stripe group.
This can help performance in situations where the 1/O size perfectly spans the width of the stripe
group’s dsks.

The—-w option sets the file size to be equakize Without this option the blocks are allocatad b
the size is set to zerblOTE: Unless the -z option is used, themi@e will contain undefined da-
ta. Using the -w option is not recommended unless absolutely needed.

The -z option causes the file to be physically zeroed out. This canaaignificant amount of
time.

sizgk|m|g|t]

The sizeamgument specifies the number of bytes, kilobygshegabytes(n), gigabytesg), ter
abytes() to dlocate for the file. There is no guarantee that all requested space will be alldtated.
there is insufficient contiguousalable space to satisfy the requested amount then a "tiegt ef
will be performed.In this case a success value is returnesh ¢hough not all of the requested
amount is allocated to the fil&ven though the allocation may not be fully satisfied, if-ttveop-

tion is specified then the file size will still reflect the requesiseiaue.

filename

EXAMPLES

The file to be created.

Make a fie of one gigabyte with zero length. Allocate it on a stripe group that has specified the afinity k
6100_n8

rock # cvmkfile -k 6100_n8 1g foobar

SEE ALSO

snfs_config5), cvmkdir (1)

StorNext File System December 2005 45



CVMKFS(1M) CVMKFS(1M)

NAME
cvmkfs — Initialize a StorNext File System

SYNOPSIS
cvmkfs [-GF] [-a key] [-n ninoddk|m|g]] [ file_system_nanhe

DESCRIPTION
cvmkfs will initialize a StorNext(SNFS) file system optionally usirite _system_namas the name. If no
name is supplied, a list of file systems configured will be presentedeAii systems may not be re-ini-
tialized. The user will be prompted for a confirmation before initializing the file system.

WARNING: This will destroyANY existing file system data for the nam8NFSfile system!
OPTIONS

-akey Set the affinity of the root directory kay.

-G Bypass "Press return to continue..." type prompts.

-F Bypass all verification promptsgrce commangl
WARNING: Use this flag with extreme caution!
-n ninodgk|m|g]]
Pre-allocateinodeinodes.
NOTE:This option has been deprecated.

FILES
lusr/cvfs/data/*

SEE ALSO
cvfs(1), snfs_configb)
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NAME
cvpaths — StorNext File System Disk Disgety Filter

SYNOPSIS
/usr/cvfs/config/cvpaths

DESCRIPTION
The StorNet File SystenfSNFS)cvpathsfile is an optional configuration file used to control andi@r-o
ride the normal SNFS beliar of scanning system standard directory locations duringlisiediscoery
phase that occurs duringelabel run, or from thésmpm at boot/initialization time.

Normally, the directories scanned are:

Irix /dev/rdsk

Solaris /dev/rdsk

Linux /dev (only /dev/sd[a-z] and /dev/sd[a-z][a-Z])
AIX /dev (looking for rhdisk*)

If a cvpathsfile exists in/usr/cvfs/configthen the contents of theypathsfile will explicitly control which
devices and/or directories will bevaéuated during disk dise@ry. On Unix systems, if thevpathsfile is
executable, then it will bexecuted expecting it to be a shell script that will producectipaths syntax on
standard output, otherwise it will simply be read as input.

SYNTAX
The format rules for a line in theypathsfile is:

Any line beginning with "#" is considered a comment line.

Any token beginning with "#" is considered to be a comment up to the end of the line.
Blank/empty lines are ignored.

A keyword=value syntax is used.

Groups of relateddgyword phrases can span multiple lines.

Note, the parser capability is limited, and does notaltrr ary white space around the equal ("=") opera-
tor, dthough white space, and commas, are tolerated in all other places.

There are seral keywords:

directory=
wildcard=
device=
usage=
hba=
lun=
capacity=
geometry=
verify=
Thedirectory=pathandwildcard=glob directives do rot require ay of the other kywords.

The directory specified by ttdirectory=pathdirective will be traversed in a manner similar to the detlt
disk discovery scan mechanism.

The following one-line example would describe the normal default behavior on an Irix or Solaris system:

directory=/dev/rdsk
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The wildcard=glob directive is used to specify a glob pattern, sgleb(7), to match and scan for dee
pathnames which are then examined in the same manner asdh# disk disceery scan mechanism.
The wildcard directie is ot supported on Windows or Apple OSX platforms.
On linux, the default disk disgery mechanism is to scan paths which match /dev/sd[a-z] /dev/sd[a-z][a-Z].
The following example would add EMC powerpath devices to the linux device scan:
wildcard=/dev/sd[a-z]
wildcard=/dev/sd[a-z][a-Z]
wildcard=/dev/emcpower*
A devicespathdirective begns a group of &words related to the device locategath.
for example:
device=/dev/rdsk/c2t39d0s2

would describe exactly one disk/raid device to be scanned during diskeisco

The devicepath is thecharacter specialdevice nhame.

NOTE!
Enumerating specific d&e paths presumes that the same disk/raid willys appear in the host
system$ hardware/device graph with the same exact name.

In most cases, this can only be accomplished by utilipgrgistent binding methods related to
the specific disk dver package.

A verify=labelnamekeyword may be used to verify that the device locatquh#t contains the SNFS label
labelnamefor example:

device=/dev/rdsk/c2t39d0s2 verify=CvfsDisk9
The device named must describe a device path that describes the entire disk.

For example, on Solaris systems, it must descebee 2 which means the final component of the path
would end withs2

On Linux systems, you should uskev/sdcrather tharidev/sdcl
On AIX systems, you should use tloev/rhdisk.. name.
On lIrix systems, you should use a path name that includes all of the necessary sub-directories needed to de-

scribe the controller and port, for example:

device=/dev/rdsk/20000004cf7331aa/lunOvol/c2pl
-Or-
directory=/dev/rdsk/20000004cf7331aa

Normally, SNFS determines from the raid controller whether a path should be considzireg or Pas-
sive.
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The usagefActive|Passive] keyword may be used toverride the normal determination éictive or Pas-
sive path usage. The default modeAisti ve.

The capacity=sectorskeyword may be used toverride the normal determination of the number of sectors
supported by the device.

The geometry=cyl/tpc/spt/bpskeyword may be used toverride the normal determination of theygical
geometry of the device where:

cyl is the total # of cylinders

tpc is the # of tracks per cylinder
spt is the # of sectors per track
bps is  the # of bytes per sector

Certain device dviers use non-corentional names, oo rot support standard methods of AIR L UN
identification.

If the device dwer name, (e.g. /dgrdsk/emcpweral) does not foliw the host systers’arnvention of pro-
viding HBA & L UN information, then théaba=# andlun=# keywords may be used to provide that inrfor
mation.

For example:
device=/dev/emcpower3 verify=CvfsDisk_30 usage=Actba=6 lun=2

would configure a Linux device aer path externalized alev/emcpower3 assigning the HB id of 6,
and LUN # 2.

This line could also be written as:

device=/dev/emcpower3, verify=CvfsDisk_30, usage=Active, hba=6, lun=2
-Or-

device=/dev/iemcpower3
verify=CvfsDisk_30,
usage=Active,
hba=6,
lun=2
The HBA id is used by the multi-path code to collect devices together according to which hiass H&ed
for access.

The actual glue of the number is not critical, what is important is that all disks/raids configured through a
specific host HB should be assigned a consistent number that is unique to that hagidtB

The LUN number is important if the raid controller is one of the controllers recognized by SNFS as capable
of Automatic \blume Tansfer and Active/Passie path declaration. The LUN # is used to irdato spe-
cific raid controller mode pages.

A Solaris example, forcing certain paths to be held backfandby usage:

device=/dev/rdsk/c2t39d0s2 usage=Active verify=CvfsDisk_30
device=/dev/rdsk/c2t40d0s2 usage=Passive verify=CvfsDisk_31
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A Solaris example, restricting the search to a non-standard directory

directory=/dev/rdcs # DataCore

A Linux example, providing HB & L UN information:

device=/dev/iemcpowerf hba=4 lun=2 verify=CvfsDisk_30
device=/dev/iemcpowerg hba=4 lun=3 verify=CvfsDisk_31

An Irix example, used to simply limit the number of LUNs to scan during diskwigco

device=/dev/rdsk/20000004cf7331e6/lunOvol/c2pl
device=/dev/rdsk/20000004cf732ff0/lunOvol/c2p2

_Or_

directory=/dev/rdsk/20000004cf7331e6
directory=/dev/rdsk/20000004cf732ff0

Note that the Irix hardare graph syntax for naming a path to a SAN disk contains the WWXpildssed
as a 16 character hexadecimal string in the path n&mnee the WWNN is unique to a raidAgziro matter
where it may be pfsically, it should not be necessary to ysersistent binding on Irix systems when us-
ing thedirectory=pathsyntax.

FILES
lusr/cvfs/config/cvpaths
lusr/cvfs/examples/cvpaths.example

SEE ALSO
cvfs(1), snfs_config5), fsm(8), fsmpm(8)
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NAME
cvupdatefs — Commit a StorNext File System configuration change
SYNOPSIS
cvupdatefs[-bdfFGhInv] [-c pathnamg[-L {on|off}] [ -O ofilenamé[-R NewFsNamj FsNamé
[FsPath
DESCRIPTION

The cvupdatefsprogram is used to commit a configuration change to a StofiNesystem. Possible con-
figuration changes include stripe group list modification as well as file system journal modification.

The file system update program must be run on the machine that the File System Manager (FSM) is run-
ning on. This utility reads the configuration file and compares the configuration file against the current on-
disk metadata configuration. If there are differences between the configuration and the on-disk metadata,
the utility will display what changes need to be made to bring the file system metadata up to date.

NOTE: All metadata modification must be made on a stopped file system. It is recommended that the file
system is stopped armmlfsck(1) has been run before makingyathanges to a file system configuration.
Maintaining a backup of the original file system configuration file is also strongly recommended.

OPTIONS
-b Build info - log the build information.

-c pathname
Provide a specific path to the pieus configuration file that is to be used. This option is used to
forcecvfsckto be run as a sub-process to insure that the file system meta data is consistent prior to
doing a capacity or bandwidth expansion, or jmurnal changes.

-d Debug - use to turn on internal debugging only.

-F Force - do not prompt for confirmation before making chang#skRNING: Errors in the config-
uration file may cause unintended results.

-f Falure mode - do not fail if there is a configuration mismatislote: Thisoption isnot intended
for general useUse only if instructed by Quantum support. Incorrect use may result in an unus-
able file system.

-G Pause - pause the program after displaying the exit status (Windows only.)
-h Help - print the synopsis for this command.
-L {on|off}

Lookup - cowert the file system to usadt reverse path lookup. Use this option only when the file
system is not startedThe on parameter turns on the a@nsion and theoff parameter turns bf
conversion. Donot combine with other optiondf this option is turned on, the cearsion will oc-

cur the n&t time the specified file system is aeted. Thisoption does not he any &ect once

the file system has been werted. Settinghis option of at any time before the cosmrsion has
completed will preent the file system from being ogented. Notethat this cowersion may tak

several hours depending upon the number of files in the file system. This option will also increase
your metadata usageéd File System created with StorNext 4.0 or greater willehfast reverse

path lookup automatically enabletlote: The-L option is not intended for general use. Use only

if instructed by Quantum support. Incorrect use may result in an unusable file system.

-l Log - log when the update finished.
-n Read-only - set metadata to read-only mode.

-O path_to_original_configuration_file
Overwrite - This option is required if the configuration changes that will be applied will trigger an
overwrite of an existing stripe group. This option should be used witierae caution. Errors in
the configuration file could lead to data loss. SeeCORRECTING MISCONFIGURED STRIPE
GROUPSsection.
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-R NewFsName
Rename - Provide a wdfile system name to rename an existing unmanaged file sy$tesne-
isting config file will be renamed, and the existing data directory containing logs will be migrated
to the nev name. Se¢he section belw for further details about using this option.

-V Verbose - turn on verbose reporting methods.

Once the file system configuration has been changed to reflect the stripe group or journal chawnges the
datefs utility may be run. Whencvupdatefsis run it will display a listing of stripe groups which will be
modified, folloved by a prompt. If this list accurately reflects the changes made to the configuration file
then answering 'yes’ at the prompt will allahe utility to male the needed changes.

Once the utility has completed, the file system may be stargd. aifter starting the file system, the
'show’ command incvadmin(1) may be used to verify the westripe groups. Theshawv’ command will
list all of the stripe groups on the file system, including tivélynereated stripe group(s). Also, if the loca-
tion of the file system journal has changed this too will be reflected by the cvadmin command 'show’.

WARNINGS
It is very important that the consistgraf the file system be correct before cvupdatefs is run. If the file sys-
tem has a bad state cvupdatefs could introduce data corruption. It is recommended that cxdsukes e
on the file system before yachanges are made. If cvfsck does not finish with a clean file system do not
malke any configuration changes until the file system is clean.

ADDING A STRIPE GROUP
The first step in adding stripe groups is to modify the file systeonifiguration file to reflect the desired
changes. For notes on file system configuration format refenfs config5). In addition to adding
StripeGroup configuration entries, associated Disk and DiskType entriey/foewrdsks must be includ-
ed.

Currently the ordering of stripe groups in the configuration file and in the metadata must match. Thus, when
adding nev stripe group configuration entries to the configuration filg thast alvays be added to the end

of the StripeGroup configuration secti@vupdatefswill abort if a nev stripe group is detected wnwhere

but the end of the file.

INCREASING BANDWIDTH OF AN EXISTING STRIPE GROUP
Warning: This option is not recommended for capacity expansion. This option is intended only for increas-
ing 1/O parallelism.

Warning: When a stripe group is populated with file data, adding bandwidth will increase fragmentation of
the stripe group proportional to the amount of pre-existing file data. It is importargidoffagmentation,

which seerely impacts performance and functionality of the file syst&hme cvupdatefs utility attempts to
determine whether the requested bandwidth expansion operation will introduce unacceptably high fragmen-
tation. Ifthe level is determined to be unacceptable then the request is rejected and cvupdatefs exits with
status 2. Therefore, it is usually recommended to relocate pre-existing file datafevemtgtripe group

prior to performing bandwidthxpansion. Ifbandwidth &pansion is performed without relocating pre-e

isting file data then it is recommended to utilize snfsdefrag (with the ’-d’ switch) to correct fragmentation
after completion of cvupdatefs.

If bandwidth is added to arxisting stripe group the medisks must exactly match the existing disks in
size. All nev disks must be added to the end in the disk list in the configuration file StripeGroup section.

Bandwidth expansion can ve be uilized for a stripe group containing metadata or journal. Since stripe
group zero avays contains metadata it is not possible to perform bandwigitansion on stripe group ze-
ro.

WARNING: Configuration errors may result in data loss.

MODIFYING FILE SYSTEM JOURNAL CONFIGURATION
cvupdatefswill also detect changes in the journal configuration and modify the metadata accoddingly
nal changes include; moving the journal to @ s&ipe group, increasing the size of the journal, and reduc-
ing the size of the journal.
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JournalSize
(Located in the Global section) Modifying this value will change the size of the on-disk journal.

Journal (Located in the Stripe Group section) Setting this entry to yes will place the on-disk journal on the
given gripe group.

CORRECTING MISCONFIGURED STRIPE GROUPS
cvupdatefshas a limited ability to address configuration errors. kample, if a stripe group was added
but the configuration file shwes incorrect disk sizes, this option could be used to rewrite that stripe group.
Metadata and Journal stripe groups cannot beitten. Inaddition, data only stripe groups that may be
overwritten must be empty.

The types of changes that can be made to a stripe group are as follows

1) Resize disk definitions in a stripe group
2) Modify stripe breadth in a stripe group
3) Modify the disk list in a stripe group
When making changes to a configuration file to fix a configuration issue, the original configuration file must
be kept as well. This file must be passed in to cvupdatefs, usir@ thgtion, so that the layout of the-e
isting configuration can be chemk The-O argument is necessary when attemptinguerwrite an &ist-
ing stripe group.

Warning: Always use this option with extreme caution. Configuration errors could lead to data loss.

NOTE:
There may only be one journal stripe group per file system.

RENAMING A FILE SYSTEM
Warning: Renaming a file system is only allowed on an unmanaged file systemmupdatefq1) detects
that the file system is managed, it will print an error message and exit without doing the rename.

The-R option for renaming an unmanaged file system should be used with care, as thererarthseys

that get modified as part of this process. Before renaming a file system, it is highly recommermédd that
sck(1) be run prior to renaming the file system. The file system must be unmounted on all SAN and DLAN
clients, and the file system stopped, se@dmin(1). If a dient has the file system mounted when it is re-
named, the client might need to be rebooted in order to unmount the old file system namad@wsW

use the Client Configuration Tool to unmount file system before renaming it.

The unmanaged file system that is being renamed wi# baen configured in one of three modes: non-
HA, HA or manual HA, and he it was configured will change fwto rename the file system.

Non-HA mode
There are no extra steps needed when renaming an unmanaged file system that is not in HA mode.

HA mode
When the unmanaged file system is being used in HA mode, prior to running the rename com-
mand on the primanon the secondary th&isr/cvfs/datdfsName directory should be manually
renamed tdusr/cvfs/dataNewFsName. Wheithe rename command is then run on the primary
the HA sync processes will propg all the other configuration changes to the secondsajt
for the HA sync to complete before continuing.

Manual HA mode
In manual HA mode, the rename command should be run on both M@8an run on the sec-
ond MDC,cvupdatefq1) will recognize that the name in the ICB has been changed, but will pro-
ceed ifNewFsNamés the same as the name in the ICB. In manual HA mode there is no need to
manually renaméusr/cvfs/datdFsName since that will happen as part of runmingpdatefs -R
on the second MDC.

After changing the name of a file system, the change will need to be manually reflecteeto/fstab
letc/vfstabor /etc/vstatfiles on all the clients before theemount the file system\Windows StorNext SAN
and DLAN Clients mounts will need to be remapp&ln the Client Configuration Tool to re-map the
mount with nev file system name.
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For any dient that is operating as a StorNext File System Proxy Client, check to see if it has a
/usr/cvfs/config/dpservéisName file. If it does, it will need to be renamed tosr/cvfs/config/dpserv-
erNewFsName.

If something goes wrong during the rename operatiompdatefq1) will revert ary partial changes, but it
is still possible that in some corner cases it will not be able to fuléytrhe changes, and manual intemvy
tion will be required. Files that are modified and/or renamed during the rename operation include:

lusr/cvfs/datéfsName

lusr/cvfs/datalewFsName

Jusr/cvfs/configisNamecfgx

Jusr/cvfs/confiddewFsNamesfgx

{usr/cvfs/config/fsmlist
as well as the ICB in the file system itself. The OS dependent files that need to be manually updated in-
clude:

/etc/fstab

letc/vistab

letclvstab

Windows registry via the Windows Client Configuration Tool

EXIT VALUES
cvupdatefs will return one of the following condition codes upon exit.

0 - No e rror, no changes made to the file system
1 - No e rror, changes have been made to the file system
2 - Configuration or file system state error, no changes made
3 - | CB error, improper file system found, no changes made
NOTES
IMPORTANT:It is highly recommended to ruavfsck(1) prior to making ayconfiguration changes.
FILES
{usr/cvfs/config/*.cfgx
SEE ALSO

snfs_config5), cvfsck(1), cvadmin(1)
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NAME
cvversions — Display StorNext client/server versions

SYNOPSIS
cvversions

DESCRIPTION
cvversionswill display the revision, build kel and creation date for thiéile System Marger (FSM) and
client subsystems of tlH&torNext File System

This information should be submitted to Quantum Technical Support when contacting them gbout an
problems found in the file system.

USAGE
Simply execute the program and record the information shown.

SEE ALSO
StorNext File System Release Notes
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NAME

deviceparams - StorNext Linux device turning parameters

SYNOPSIS

/usr/cvfs/config/deviceparams

DESCRIPTION

The StorNext File System (SNF&@viceparamsfile provides a way to tune the parameters of the linux el-
evaor which are waailable from 2.6.16 onwards. The file can specify valuesviride the default maxi-
mum 1/O size submitted to devices and to select thatelealgorithm used.

Note: Changing Linux el@tor parameters can ¥m a gveae n@aive performance impact when inappro-
priate values are specified. Only use this file only when recommended by Quantum Support.

SYNTAX

If an deviceparamsfile exists in the SNFS ’config’ directory it is used to tune theaide parameters of
the devices used for SNFS disk I/@he format of theleviceparamsfile consists of tw lines. Comments
starting with pound-sign (#) are skipped.

scheduler=[noop|anticipatory|deadline|cfq]
nr_requests=<depth>
max_sectors_kb=<value>

Where<depth>is the maximum depth of the request queue for each block device/alug> is the max-
imum size of 1/0O the eletor should send to the vee in kbytes. Note that other factors such as tlysiph
cal fragmentation of memoryuffers may restrict 1/0 to a lower limit than that specified. Using hugetlb
pages in an application is one way t@@ome this.

The parameters in thaeviceparamsfile are applied when the disk devices are scanAecvadmin "disks
refresh” command is needed to applwmarameters to a running StorNext client. Because these parame-
ters change the Linux block device characteristics, each Linux StorNext client will mesiteparams

file.

The 1/0 scheduler choices magry by Linux distrilution. Currentlythe more popular Linux distnitiions

have four choices for I1/O schedulers; thare noop, anticipatory, deadline and cfq. Each scheduler then
has additional tunable parameters that céectf/O performance. There is no guarantee that the sched-
ulers and their tunable parameters will ailable in future releases.

There are no Linux man pages describing these tunable paran¥ters. are hwever documents includ-
ed with the Linux source (Documentation/block) and ynaapers that can be found online which discuss
various attributes of the "Linux 10 SchedulerAgain, thedeviceparamsfile should be used only when
working with Quantum Support.

EXAMPLE

FILES

In mary instances Quantum has found impeb performance when switching the 1/0 scheduler from the
default cfq scheduler to the deadline scheduteeddition, increasing the block queue depth has been seen
to improve performance. @ slect the deadline scheduler and set the block device queue depth to 4096 for
all StorNext disks, the following options would be added talthéceparamsfile:

scheduler=deadline
nr_requests=4096

lusr/cvfs/config/deviceparams
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NAME
dpserver — StorNext File System Proxy Client Configuration

SYNOPSIS
/usr/cvfs/config/dpsever

/usr/cvfs/config/dpsever. FsName

DESCRIPTION
The StorNext File System (SNF8pserver file is a configuration file used to control the SNFS Stdrne
Distributed LAN Server (also called Proxy Server) on Linux systehfss file is required in order to start
a Poxy Server and is consulted whemaunt command specifies the Proxy Server option.

Thesndpscfgcommand is normally used to generate and maindiaserver files on non-Vihdows systems
- seesndpscfdl) for details. To view and adjust the Proxy Server settings omilédws systems, use the
LAN Client/Gatavay tab in the Client Configuration tool instead.

SYNTAX
At minimum, thedpserver file specifies the network interfaces to use for Proxy&eivcan also be used
to override various Proxy Server tuning parameters.

There can be both file-system-speciffiserver. FsNamefiles and a defult dpserver file. If a file-system-
specificdpseiver. FsNamdile exists, it will be used in preference to the defdpherver file.

The format rules for a line in thdpserver file are:
Any line beginning with "#" is considered a comment line.

Blank/empty lines are ignored.

There are seral keywords:

interface ifname [address  ipaddi]
transfer_buffer_size kb n
transfer_buffer_count n
server_buffer_count n
tcp_window_size_kb n
daemon_threads n

The keywords are interpreted as follows:

Theinterface keyword specifies the name of a network interface (etbQ) to use for Proxy Client tréit.
If the interface has only one IP or IPv6 address, then only theasicéeriame is needed to be specifiéd.

the interace has more than one address (multiple IP addresses, multiple IPv6 addresses, or both IP and

IPv6 addresses), then thddresskeyword and one IP or IPv6 address must also be specified.

At least ondnterface keyword must be specified in the file in order for a Disk Proxy Client Server to be

started.

The remaining &ywords are used toverride the default values for tunable parameters. Note that thése v

ues are propaged from the Proxy Servers to the Proxy Clients , and thus can affect the behavior of both.

Note also that not all tuning parameters affect all platforms.

The optionatransfer_buffer_size kbkeyword specifies the size in Kilobytes of the socket transfiets
used for Proxy Client I/O. The default value is 256 and values between 32 and 1024 are allowed.

The optionatransfer_buffer_count keyword specifies the number of socket transtdfdos used per con-
nection for Proxy Client I/O. Note that this parameter is not used on Linux ProxgrSenClients.How-
eva, it is used by Windows Proxy Clients, and the value is passed to them by Linux ProgysSérkede-
fault value is 16 and values between 4 and 128 are allowed.

The optionalsewver_buffer_count keyword specifies the number of I/Qifters that will be allocated per
network interface on the Proxy Servéihe default value is 8 and values between 4 and 32 are allowed.
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The optionakcp_window_sizekeyword specifies the size in Kilobytes of the TCP winded for Proxy
Client I/O connections. The default value is 64 and values between 8 and 2048 are allowed.

The optionaldaemon_threadskeyword specifies the number of kernel threads that will be used to service
Proxy Client 1/O requests. The default value is 8 and values between 2 and 32 are allowed.

HA ENVIRONMENTS
If you choose to configure the Distributed LAN Sareon a StorNext cluster running in Higlvallability
(HA) mode, each HA node mustugaits own dpserver files detailing the NICs on that noblee dpserver
files are not synchronized between HA pairs.

If the Distributed LAN Server is configured after werting to HA, the file system(s) running as Distrib-
uted LAN servers must be unmounted and mounted again to service DLC requests.

When deduplication/replication is enabled, one or more Virtual IP Addresses (VIRiglepraccess to the
Primary MDC (where the blockpool servis running). In StorNext startup aralléver situations, the VIP

is dynamically associated with a physical address on the Primasr.sBx not use VIP interfaces when
setting up the dpserver configuration file, or it will not talable when the node is running as Secondary
The physical interface and IP address should be used in this situation.

EXAMPLE CONFIGURATION FILE
A very basic dpserver configuration file

interface ethO

A basic multi-interface dpserver configuration file

interface ethO
interface ethl
interface eth2
interface eth3

A more compl& dpserver configuration file

interface ethl address 10.3.21.2
tcp_window_size kb 64
transfer_buffer_size kb 256
transfer_buffer_count 16
server_buffer_count 8
daemon_threads 8

FILES
lusr/cvfs/config/dpserver
lusr/cvfs/config/dpservésName

SEE ALSO
mount_cvfg1), sndpscfdl)
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NAME

fsforeignservers — StorNext File System Foreign Server List
SYNOPSIS

lusr/cvfs/config/fsforeignsevers
DESCRIPTION

The StorNet File SystenfSNFS fsforeignsevers file contains a list of systems actingRike System &t-

eign Server(s) The file systentoreign Serves provide StorNet File System Service$ 83 to computers
that do not belong to tHeNFScluster of the nodes acting Bareign Serves. A fsforeignsewers file is not
required, and can be used in place of or in addition tésttenesevers file.

In contrast tdName Servers Foreign Servemwill present only those file systems that are hosted locally.

A Foreign Clientis a computer that is accessing a StorNext File System viaeagh Serer. Foreign
Clients do not belong to tieNFScluster per se, meaning thatylennot actate a file system or vote in
elections.

Typically, a fsforeignsewers file entry is created on the client to provide the client computer access to a
specific StorNet File System on a specific host. This connection is limited to the StorNext File Systems
local to that host. If addition&NFSaccess is desired, an entry for the machine(s) hosting the desired file
system must be added to fiséoreignsewers file. For failover configurations, both primary and secondary
systems must be specified. This file is needed only ofRdieggn Client it is not needed on thEoreign
Server To determine whaSNFSservices arewailable, use thevadmin(1) command with theH hostop-

tion to view active file systems for each host specified inféfereignsewers file.

The Foreign Clientwill use the IP address of the node that returns the address of teeF&i as the ad-
dress to connect to for meta data traffic for that file system.

SYNTAX
The format for thdsforeignsewers is simple. A fsforeignsewers file contains one entry per line. It con-
tains the IP address or hostname to usefaseign Server The use of IP addresses is preferredvimca
problems associated with lookup system (eg., DNS or NIS) failures. The formats@dragnsewers line
is:

IP address

or

HostName

WhereHostNamds a host name dP addressof a host that can service queries for File System Services
for file systems hosted directly on that host.

Lines that contain white space only or that contain the commesn tkthe first non-white space character
are ignored.

FILES
lusr/cvfs/config/fsforeignservers

SEE ALSO
cvadmin(1), cvfs(1), dpsewver (4), fsm(8), fsmpm(8), fsnamesevers(4), mount_cvfg1)
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NAME
fsm — StorNext File System Manager

SYNOPSIS
fsm [ file_system_namdost_namp

DESCRIPTION
The fsm is the server daemon that manages a StdrRige System (SNFS) The File System Manager
(FSM) manages the file systesmmame space, allocations, and metadata coherdénis adso used for I/O

bandwidth and stripe group management functions. The default SNFS file system dafaalisand the
default host name is the systarhbstname as found by tlgethostnamé2) library call.

Multiple FSM processes may co-exist on one system, as longyakabeunique file system names. The
file system name is used by tmunt(1M) command, along with the hostname separated by a colon (:).
For example, if an FSM process was started on femshostnd the file system name was declgragjecta

and the mount point wdasr/clips then the mount command would be:

mount -t cvfs fsmhost:projecta /usr/clips

This process runs in the background and is started at boot time. It is enabled or disattikdovig(1M)
orinit.d (4) using thecvfskey word.

To dart multiple FSM daemons (therefore multiple file systems) on a single systésmitis file must be
created to describe which FSM daemons to startfsgsem(8) andfsmlist(4) for details.

FILES
Jusr/cvfs/config/*.cfgx
{usr/cvfs/config/fsmlist
lusr/cvfs/config/license.dat
SEE ALSO
cvfs(1), snfs_config5), fsmlist(4), fsmpm(8), fstab(4), mount(1M)
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NAME

fsmlist — StorNext File System FSM Auto-Start List

SYNOPSIS

/usr/cvfs/config/fsmlist

DESCRIPTION

The StorNext File SystenfSNFS fsmlist file defines for thdsmpm(8) daemon th&ile System Marger
(FSM) daemons to start. When the file does not existfsitmpm will not start anyFSMdaemons.

SYNTAX

FILES

The format for thdsmlist is simple. On each line is the name of one file system to start, and an optional
priority number from zero (0) to nine (9).

The optional priority number is used when there is a redundant metadata controller (MpP@rity of
zero makes the specifige5M top priority and ap number greater than zero means lower priortige
cvfs_failover (1) for details about setting up a fait-capable file system service.

The format of arismlist line is:

<File_System_Name> [ . <priority>]

File_System_Namie the public name of the file system used inmtfeeint(1m) command, and as the prefix
for the configuration file (semnfs_config5)).

The dot (.) character is required when gnrity field is specified. It takes the place of a deprecated pa-
rameter and is required for compatibility with ddanlist files. (Thisparameter was formerly used to spec-
ify the IP address to associate with E®Swhen a host had multiple network ingrés. Thigunctionality

is nov subsumed by thésnamesevers file.)

The priority field is used to designate a priority when there are redufstardaemons for a file system.
Only one may be actt & a ime and thdsmpm daemon eecutes &ilover votes to determine the daemon
to actvate. Thepriority value helps thésmpm determine, all other things being equal, which service to
actvate.

Lines that contain white space only or that contain the commesn tkthe first non-white space character
are ignored.

{usr/cvfs/config/fsmlist

SEE ALSO

cvfs(1), snfs_configs), fshamesevers(4), fsm(8), fsmpm(8), cvfs_failover (1), mount(1)
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NAME
fsmpm — StorNext File System Port Mapper daemon

SYNOPSIS
fsmpm [host-ip[debug[sync[diskscan exHA]]]]]

DESCRIPTION
The FSM Portmapperis a server daemon residing on each StorNext File System client aad bepgs-
ters an RPC identifier to the systasmportmapdaemon. Thésmpm publishes a well known port where the
SNFS File System Manager (FSM) daemons can register their file system name and port access number
All clients then talk to their local FSS port mapper to discaccess information for their associated-ser
vice. Thisprocess runs in the background and is started at boot time. It is enabled or disabled (along with
the file system) vighkconfig(1M) orinit.d using thecvfs key word.

OPTIONS
Quantum Internal Use Only - contact support before adding or modifying command line arguments to
fsmpm. Changes from the defaults may result in intermittent or teiifdre of StorNgt. Optionsmay
change abruptly between releases.

host-ip The IP address used to access this host. The default is to try terthsofystens hostname to
an address. If set to 127.1, no namesewill be used and no heartbeats will be sédefault: no
hostname)

debug Bitmask specifying which debug messages to print. (default: 0)

sync  The name of a file whose creation is used to detect when the fsmpm has successfullydéarted.
fault: no file)

diskscan
How often (in seconds) to rescan for changed pafihdisables the disk scan. (default: 0)

eXxHA External HA mode preents the fsmpm from automatically starting FSMs in the fsmilist, as well as
disabling calls for electionsl enables external HA mode; O disables it. (default: 0)

NOTE: Defaults specified with *--".

FSNAMESERVERS
The fsmpm reads the file/usr/cvfs/config/fsnameservets establish file system name s for the
StorNet file system services. This list is used to coordinate the whereabouts of StorNext file system
servers.

A name server list must be established on each client that has 8torfalled so that all clients can dis-
cover the location of the StorNext FSM servers. It is important that this list is consistent across the SAN.
Inconsistenfsnameserversonfiguration may result in the inability for some clients to find a file system
service. Seésnamesevers(4) for specifics of the file format.

FSMLIST
The fsmpm is responsible for launching the FSM daemon(s)lulir/cvfs/config/fsmlisexists then the
fsmpm reads from the list file and starts the FSM daemons that are specifiedulrfevfs/config/fsmlist
file exists then thésmpm tries to launch the FSM daemon for the file system naseéalult. See fsm-
list(4) for specifics of the file format.

ENVIRONMENT
These variables ae for use by Quantum support personnel only.

FSMPM_MAX_LOGFILES
Controls the number of oldssdbg.outlog files that will be s&d by fsmpm when the current log file
reaches its maximum size. The default is 4.

FSMPM_MAX_LOGSIZE
Controls the maximum size that thesdbg.outfile can grav to before a ne log file will be started.
The \alue is a number followed by an optional suft&for Kilobytes,M for Megabytes,G for Giga-
bytes), or the stringnlimited, indicating that the file can growithout bound.The default is 1M and
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the minimum is 64K.

WATCHER_NODETRCH
If set,fsmpm will not detach from its parent process. Used $tmpm under the control of a dab-
ger. Does not apply to Windows platforms.

WATCHER_NORESTART

If set,fsmpm will not be restarted automatically after an unsuccessful exit or crash. Does not apply to
Windows platforms.

FILES
/etc/init.d/cvfs
lusr/cvfs/config/fsnameservers
{usr/cvfs/config/fsmlist
Jusr/cvfs/debug/nssdbg.out
SEE ALSO
chkconfig(1M), cvfs(1), fsm(8), fsnamesevers(4), fsmlist(4), portmap(8), rp cinfo(1M)
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NAME

fsnameservers — StorNext File System Name Server List
SYNOPSIS

lusr/cvfs/config/fsnameserers
DESCRIPTION

The StorNext File SystenfSNFJ fsnamesevers file describes to thessmpm(8) daemon which machines
are serving a¥ile System Name Serveoordinator(s). The file system name coordinators are a critical
component of the StorNext File System Servi¢€3g. One of the principal functions of the coordinator is
to managedilover voting in a high wailability configuration. Therefore it is crucial to choose highly reli-
able systems as the coordinators. Redundanprovided by listing multiple entries in fshamesers, one
entry per line. The first host in the list is the primary coordinator apdudnsequent entries are backup co-
ordinators. It is recommended to listawsystems to utilize this redundanbenefit. Typically the systems
chosen are also configured for the File System Man&gv)(services as well. Hoever, this is not re-
quired.

If fshamesevers does not exist then the system will operate as a "local" filesystem requiring both client
and serer. It will not communicate with another SNFSproduct on the network. This may be desired
when no SAN sharing is required.

Thefsnamesevers file is also used to specify the dedicated metadata network(s) used for ShitSs, if

an address in thisnamesevers file is on IP netwrk x, then IP netwrk x will be used to carry SNFS
metadata trdic. Multiple, redundant metadata nedviks can be created by using additional network-inter
faces on eery system; each coordinator is then specifie$ramesevers multiple times, once for each of
its metadata-network addresses.

It is extremely important that all copies dsnamesersrs in a SAN are identical. A stale configuration on
a g/stem not gen in use can cause election problems if fsmpm processes are running with mismatched fs-
nameservers.

It is also crucial to ensure that complete riwvconnectivity exists between all systems runrididfFS
whether client or seer. This is important because @NFSsystems participate irailover voting so ag
connectivity gaps will cause erroneous elections.

After you put the IP addresses ofotweliable machines on your network in your fsnameservers; top
nameserers to gery machine runningNFS Always reboot or stop and rest&NFSafter changing fs-
nameservers.

SYNTAX
The format for thédsnamesevers is simple. It contains the name of the IP address or hostname to use as
either a primary or a secondary coordinaildre use of IP addresses is preferredvtidaproblems associ-
ated with lookup system (eg., DNS or NIS) failures. The format édreamesevers line is:

<|P address>

or

<HostName>

WhereHostNamds a host name dP addressof a host that can coordinate queries ailbfer votes for
the File System Services.

Lines that contain white space only or that contain the commesn xkthe first non-white space character
are ignored.

FILES
lusr/cvfs/config/fsnameservers

SEE ALSO
cvfs(1), snfs_config5), fsm(8), fsmpm(8), mount_cvfg1)
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NAME
fsports — StorNext File System Port Restrictions

SYNOPSIS
Jusr/cvfs/config/fsports

DESCRIPTION
The StorNext File System (SNF&)orts file provides a way to constrain the TCP and UDP ports used by
core SNFS senr processes consisting of the FSMs, the FSMPM, apdestributed LAN serers. This
file can also be used to redefine the port used by the SNFS Alternate Portmapper Skefisgorts file
is usually only necessary when the SNFS control-odtwonfiguration must pass through avigé. Use
of thefsports file permits firgvall pinholing for improsed security If no fsports file is used then port as-
signment is operating-system dependent.

SYNTAX
When arfsports file exists in the SNFS ’config’ directgny restricts the TCP and UDP port bindings to the
userspecified range. The format of tfeports file has tvo required lines, one optional line, and comments
starting with pound-sign (#) in column one as follows:
MinPort  value
MaxPort value
AltPmap value

Thevaluefields are port numbers that define an insleisange of ports that the SNFS sarprocesses can
use. Becareful to choose port rangelues that are appropriate for your operating system. Note that the In-
ternet Assigned Numbers Authority (1Al suggests a dynamic client port range for outgoing connections
of 49152 through 65535. i that in mind, most Linux kernels use a port range of 32768 through 61000,
Microsoft Windows operating systems through XP use the range 1025 to 5000 by defadibvg/\ista,
Windows 7, and Server 2008 use the ANXange by default, and MHows Server 2003 uses the range
1025 to 5000 by defilt, until Microsoft security update MS08-037 from 2008 is installed, after which it
uses the 1AM range by default.

The optionalAltPmap value changes the TCP port used for the SNFS Alternate Portmapper service, which
defaults to port 5164 When SNFS is used with a fivell, you can either configure the fivell to allow

port 5164 or change the SNFS port number viaAtiemap keyword to a port that is allowed to pass
through the firevall.

The AltPmap value must be defined the samaywon all SNFS server and client nodes in order for SNFS
to function properly When usingAltPmap to change the SNFS Alternate Portmapper service port number
you must include an fsports file omeey SNFS client and server with the sa&kitPmap value. Whenthe
AltPmap keyword is not used, thisports file is not necessary on SNFS clients.

The minimum number of ports needed on #eginode can be computed as follows: one port for the
FsmPm process, plus one port for each FSM process, plus one port for each file system served by this node
as a Distributed LAN server.

EXAMPLE
To restrict SNFS Semr processes to using ports 52,000 through 52,10 ploets file would contain the
following lines:
MinPort 52000
MaxPort 52100

Thisfsports file is only needed on SNFS servers.

To restrict SNFS Alternate Portmapper service to a specific port, select a port number outside the range of
theMinPort andMaxPort values. Fr example ifMinPort is 52000 andaxPort is 52100 then select a
value outside that range.

MinPort 52000

MaxPort 52100

AltPmap 52101

Thisfsports file is required on all SNFS clients and servers.
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COMMON FSPORTS COOKBOOK
The primary use case for fsports is waflog StorNext SAN and LAN clients outside of a ¥ual to access
the services provided by StorNext servers inside of wdike While other use cases exist, and more com-
plex and restrictve mnfigurations are possible, the following "cookbook" steps descrivediproduce a
common fsports file for all servers inside of aviglk. The resultant file preides security without sacrific-
ing ease of deployment.

Step 1.
Determine the set of servers inside of thenalethat need to be accessethis may include primary and
standby MDCs and Distributed LAN servers.

Step 2.
For the list of servers from Step 1, determine the maximum number of Stqubits used by arnone serv-
er. The following equation can be used for this calculation:

# ports required for a gen server = (
Number of file systems in the "fsmlist" file +
Number of file systems for which this server is acting as a Distributed LAN server +
1 port for the NSS protocol ) Kultiplier

whereMultiplier is 2 for Windows servers and 1 for non-Windows servers.

For example, consider the folldng configuration of servers inside of a ¥l that need to be accessed by
clients outside of the fiveall:

A Linux MDC hosting 4 file systems
ports: (4+0+1)*1=5

A second Linux MDC hosting 6 file systems
ports: (6+0+1)*1= 7

A Windows MDC hosting 1 file system and acting as a Distributed LAN server for just that file system:
ports: (L+1+1)*2= 6

A dedicated Linux Distributed LAN server that serves 9 file systems from the various MDC pairs:
ports: (0+9+ 1) *1=10

The maximum number of StorNext ports needed lyyoae server is:
MAX(5, 7, 6, 10) = 10 ports

Step 3.

Based on the maximum port count determined in step 2, pick a range of unused ports ondharfae

open them upFor example, for a maximum port count of 10, ports 52000 through 52009 could be chosen
if they are available. Thefirewall should be configured to allooutside UDP and TCP connections using
ary source port to connect to StorNext servers inside thedirdaving the restricted range of portBort

5164 should also be opened up for TCP for the AltPortMap service. (See NOTRSfhbals is not possi-

ble.)

Step 4.
Configure the common fsports file. Using thxample from step 3 of where 10 ports are needed starting at
52000. Theconfiguration is as follows:

MinPort 52000

MaxPort 52009

Step 5.
Install the resulting file on all servers from Step 1. Also install the file on all clients AtfRmap direc-
tive was used. Then restart StorNext.

NOTES
Seners having common fsports files will use the same range obrieprts for core StorNext file system
services. Thigloes not result in conflicts since each retknaddress is comprised of an IP address and a
port number and is therefore uniquerewhen using the same port number as another network address.
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As mentioned under EXAMPLES, when port 5164 cannot be opened on thall fice the AltPortMap
service, it is possible to use th#Pmap directive in the fsports file so that a different port is used. This al-
so requires that clients outside of theviigit use an fsports file.

The fsports file does not constrain the ports used by the client end of conneEfibresneral ports are
used instead. Therefore, the fsports file is only useful on clients whéitBmeap directive is used.

When using fsports files, if services fail to start or clients fail to connect, twdkb problem, try slightly
increasing the range of open StorNext ports on thedir@nd, correspondinglyin the fsports files.Run-

ning netstat on the servers mayea that ungpected processes are binding to ports within the range speci-
fied in the fsports file Also, if services are restarted onndfons servers, in some cases ports may not be
reusable for seeral minutes. Using an expanded port range will work around this.

The information abee @vers the ports used by the core StorNext file system senfitBewall pinholing

is needed for other StorNext services (fearaple, replication), additional hard-wired ports may need to be
opened on the fiveall outside of the domain of the fsports filRefer to the "Port Used by StorNext" sec-
tion in the StorNext File System Tuning Guide.

When an environment includesintlows clients running Store 2.7, or earligrand fsports is in use, the
clients must be configured to not register with the ONC portmapges setting is adjusted by selecting
the "do not register with the ONC" checkbox in the General tab of the client configuration tool.

FILES
Jusr/cvfs/config/fsports
lusr/cvfs/examples/fsports.example

SEE ALSO
cvfs(1), snfs_configs), fsm(8), fsmpm(8)
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NAME
fsroutes — StorNext File System Preferred Network Routes

SYNOPSIS
lusr/cvfs/config/fsroutes

DESCRIPTION
Thefsroutesfile has been deprecatetihe functionality formerly provided bigroutesis available through
the proper specification of tlignamesevers file.

SEE ALSO
cvfs(1), fshamesevers(4)
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NAME
fs_scsi — Send SCSI commands to a device.

SYNOPSIS
fs_scsi-h

fs_scsi[-ad] [-sxirtecS device
fs_scsi[-ad] [-9] -I|-m page device
fs_scsi[-ad] -p

fs_scsi[-ad] -f serial_number
fs_scsi[-ad] [-O file]

fs_scsi[-ad] -R

DESCRIPTION
This utility can be used to get\dee information using SCSI commands. Some commands tmare-
sponding command line options. Others must kekied from the menu mode. This mode is enteratkif
viceand the -p option are not specified.

fs_scsfl) can also be used to verifyeifunctionality.

OPTIONS

-h Help. Shows usage.

-a Enable support for all known device types instead of just supported types.

-d Delug enables logging in /tmp/logs. A trace log of all SCSI commands is generated in
/tmp/logs/trace/trace_02.

-S Treatsdeviceas standard tapewee path and attempts to a@rt it to the corresponding SCSI de-
vice path.

-X Translates specifiedevicefrom a standard tape device path to the corresponding S®@BEede
path.

-i Displays the results of the SCSI inquiry command sent to the specified device.

-r Displays the results of the SCSI request sense command sent to the specified device.

-C Issues the appropriate SCSI commands to determine the capacity of the media currently mounted
in the specified dece. If no media is mounted, the capacity will be reported as 0.

-t This generates a summary of some device information. The output contains the following fields.

Scsi Path, Drie Type, Product Id, Device type, Scsi Id, Serial Number.

-S This will report status of the aeé by indicating if it is ready or not readultiple SCSI test unit
ready commands will bexecuted until the dvie bkecomes ready or an error is encountered.

-e The will eject (unload) a media from the specified device if a media is loaded.

-l Displays the page results of the SCSI log sense command sent to the spedieed Teepage
value should be entered in hex.

-m Displays the page results of the SCSI mode sense command sent to the speaiBeditiepage
value should be entered in hex.

-p This will probe scsi devices sending an inquiry command to eadtedsnd then display &'Seri-
al Numbey Product Id, Device Type, and Device Path.

-R Query the state of persistent resgions and rgistrations. Listall the reservationdys regstered
and information about the current holder of the reservation on theeddf there is no current
reservation this will be noted.
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-f serial number
This will attempt to find the device path associated with the the specified serial number.

-Ofile This will log performance statistics to the specified file for read and write operations performed
from menu mode.

device The device path to operate on.

WARNINGS
This command is installed angiadable on the MDC as well as client machines where DDM is to be run.
For this reason the command includes libraries that are required for access to the database on the MDC.
The database ever is not accessible from the client machines so some run-time warnings occur when
the command is issued on those clients. For example:

... Cannot find installation location for MySQL ...
... Parameter FS_HOME not defined ...

These warnings are not fatal and the output for reporting options-fijkehould be considered correct.

EXIT STATUS
This will exit with 0 upon successfukecution. Anything else indicates failure.
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NAME
ha_peer — StorNext HA Peer Server IP Address

SYNOPSIS
lusr/cvfs/config/ha_peer
DESCRIPTION
The StorNext File System (SNF&sr/cvfs/config/ha_pedile provides the IP address of the peer server in

a SorNext High Availability (HA) cluster configuration to thenhamgr_daemoandfsmpmprocesses. It
must be configured on both servers.

Theha_peerlP address allows the fsmpm processes twtiete the restarting of HA Timers tocid un-
necessary HA Reset incidents when metadata writes are delayed by heavy digk axtito detect mis-
configured /usr/cvfs/config/ha_smith_intervadHA Timer override values. IBr HA clusters with an
HaSharedile system, the address also allows communication betweesntlengr_daemoprocesses run-
ning on the metadata controllers to collect operational status fentt@@ngrcommand.

SYNTAX

The address should be in IPv4 or IPv6 numerical format.
FILES

lusr/cvfs/config/lha_peer

SEE ALSO
snhamgr(1), fsmpm(8), Quantum StorNext UsarGuide
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NAME

has_snfs_label — Check for StorNext Disk Label
SYNOPSIS

has_snfs_labeblevice path
DESCRIPTION

The StorNext File System (SNFRAs_snfs_labeltility used to test a device for a SNFS formatted label.

EXIT VALUE
0 - Device does not have a SNFS label
1 - Device has a SNFS label

SEE ALSO
cvlabel(4)
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NAME
Mio — Multi-stream streaming I/O test

SYNOPSIS
Mio [optiong filename] filename..]

DESCRIPTION

Mio is a utility that can be used to measure the 1/0O performance, in terms of bandwidth, of a system, I/O in-
frastructure, disk subsystem, disk device and/or file syskim.uses pthreads to asynchronously queue re-
guests to a stream or streams.

Each file name specified on the command line corresponds to a stféamq option, described belp
specifies the number of asynchronous read or write requests that are queued to eaclAditeamme
can represent a block device, characteiage(see NOTES), or a regular a file. Byaldf, Mio will issue
read requests, with a -w option required for writes.

Upon completionMio will print a summary of I/O performance for each stream as well as thegaggre
performance dfall streams. Because the aggge performance is the performance of all streaves the
test run time, it may not reflect the sum of the individual streams.

OPTIONS
-? Display usage.
-b buffer_size

Specify the 1/O bffer size to use. This value represents the size of each 1/O request inThyes.
default uffer size value is 1048576 byte®ptionally a sngle letter suffix can represent bytes in
units. Mio single letter unit suffixes are as follows.

k KB 1073 1,000
m NB 1076 1,000,000

b GB 1079 1,000,000,000

K KB 2710 1,024
M NB 2720 1,048,576
B GB 2730 1,073,741,824

-B Do huffered I/O. By dedult, Mio will open files for direct /0. See NOTES beldor more infor
mation on direct 1/O.

-C Create the file(s). This is useful and necessary fgulae files, as themust be created before

they can be read or written. The -c option is valid only when specified with the -w option.
-d[dd] Run in debug mode. The more "d’s" specified, the more debug information is printed.
-ecsv_file

Write results to the specified .csv file; one that can be read by Microsoft Excel or other spread-
sheet application. Data is appended to the specified csv file whichxististIeehe -E option.

-E csv_file
Create and write results to the specified .csv file. A .csv file, (comma separated value) is a file that

can be consumed by a spreadsheet applicatienMikrosoft Excel. The maximum number of
streams that can be recorded in a .csv file is limited to 16.

-f Fsync on close. The default is no fsync.

-1 file_offset_increment
Set the file dset increment for each I/CFor example, when set to zero, we repeélty do 1/O to

the same file location. The default is to use thifeb size. An Mio single letter unit suffix may
be specified.

-n nios Specifies the number of 1/O requests. The default is 1024.
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-0 file_offset
Start the I/O at the gén file offset. AnMio single letter unit suffix may be specified. Theadsf
starting file offset for a regular file is zero. Theai#f starting file offset for a block device isaw
times the 1/O bffer size. This allows writing to a blockvee without destroying StorNext labels
(writing to the block device will, hower, destrg the file system).

-p Preallocate the file using the StorNext CvApi_VerifyAlloc API calhe file size will correspond
to the number of 1/Os times theiffer size. This option is supported only for regular files on a
StorNext file system.

-q queue_depth
Queue the specified number of 1/O requests on each stream. The defaulthis Baximum is
currently 256.

-r rtios Set realtime mode by setting the number of 4/@r second to the specifiedlue. Realtime
mode is gailable only for regular files on the StorNext file systefm Mio single letter unit suf-
fix may be specified.

-R Record I/O response timedio will record the 1/0O response time for each 1/0O request and incre-
ment a counter in the corresponding response timoéeh 1/O response time utkets are then
printed for each stream along with the transfer rate summary.

-Sseconds
Run the test for the maximum number of seconds specifibis only has an effect as a maxi-
mum, in that, if the test has not completed the specified number of requests after the specified
time.

-t total_data
Terminate the test after the specified amount of data has beed rather than a gen number of
requests. Thisption is not compatible with the -n optioAn Mio single letter unit suffix may be
specified.

-T tag gring
Specify a tag string that will be written to the output. An additional line containing the specified
tag string will be written in the test summaty the -E option is specified, the tag string will also
be written to the .csv file.

-w Specify that writes are doné\ regular file must exist, or the -c option must be specified to create
the file. The default is to read.

-W write_mask
The specified write mask will result in writes on streams where bits are set and reads on streams
where bits are cleaThe write mask may be specified inxadecimal, octal, or decimal but is lim-
ited to 64 bits, hence 64 streams. The -W option is incompatible with the -c option and all files
must exist.

EXAMPLES
Create and issue the default number of writes to four files/streams:

perl-# Mio -cw /jhb/fO /jhb/fl /jhb/f2 /jhb/f3
Mio: Timing 4 stream(s) of 1024 x 1M direct writes queued 2 deep

stream[0]: fO: write 1073.74 MBytes @ 256.44 MBytes/Second
stream[1]: f1: write  1073.74 MBytes @ 228.43 MBytes/Second
stream[2]: f2: write 1073.74 MBytes @ 265.04 MBytes/Second
stream[3]: f3: write 1073.74 MBytes @ 242.18 MBytes/Second

Mio: Aggregate: 4294.97 Mbytes @ 913.72 MBytes/Second

Issue the default number of reads to the four previously created files:

perl-# Mio /jhb/fO /jhb/fl /jhb/f2 /jhb/f3
Mio: Timing 4 stream(s) of 1024 x 1M direct reads queued 2 deep
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stream[0]: fO: read 1073.74 MBytes @ 1329.16 MBytes/Second
stream[1]: f1: read 1073.74 MBytes @ 1334.83 MBytes/Second
stream[2]: f2: read 1073.74 MBytes @ 1316.28 MBytes/Second
stream[3]: f3: read 1073.74 MBytes @ 1329.92 MBytes/Second

Mio: Aggregate: 4294.97 Mbytes @ 5265.12 MBytes/Second

Issue the default number of reads to thock devices:

perl-# Mio /dev/sdd /dev/sdf
Mio: Timing 2 stream(s) of 1024 x 1M direct reads queued 2 deep
stream[0]: sdd: read 1073.74 MBytes @ 408.38 MBytes/Second
stream[1]: sdf: read 1073.74 MBytes @ 407.78 MBytes/Second
Mio: Aggregate: 2147.48 Mbytes @ 815.57 MBytes/Second

Create and do 10000 writes to four files via four streams:

perl-# Mio -cw -n10000 /jhb/f0 /jhb/f1 /jhb/f2 /jhb/f3
Mio: Timing 4 stream(s) of 10000 x 1M direct writes queued 2 deep

stream[0]: fO: write 10485.76 MBytes @ 488.97 MBytes/Second
stream[1]: f1: write 10485.76 MBytes @ 448.84 MBytes/Second
stream[2]: f2: write 10485.76 MBytes @ 458.36 MBytes/Second
stream[3]: f3: write 10485.76 MBytes @ 497.57 MBytes/Second

Mio: Aggregate: 41943.04 Mbytes @ 1795.35 MBytes/Second

Issue 10000 reads, queued 8 deep to four streams:

perl-# Mio -gq8 -n10000 /jhb/f0 /jhb/fl /jhb/f2 /jhb/f3
Mio: Timing 4 stream(s) of 10000 x 1M direct reads queued 8 deep

stream[0]: fO: read 10485.76 MBytes @ 898.16 MBytes/Second
stream[1]: f1: read 10485.76 MBytes @ 1075.04 MBytes/Second
stream[2]: f2: read 10485.76 MBytes @ 1050.13 MBytes/Second
stream[3]: f3: read 10485.76 MBytes @ 869.96 MBytes/Second

Mio: Aggregate: 41943.04 Mbytes @ 3479.83 MBytes/Second
Issue 240 x 12746752 reads to four streams and "tag" the summary:
perl-# Mio -b12746752 -n240 -T full_aperture_2K /jhb/f0 /jhb/f1 /jhb/f2 /jhb/f3

Mio: full_aperture_2K
Mio: Timing 4 stream(s) of 240 x 12448K direct reads queued 2 deep

stream[0]: fo: read 3059.22 MBytes @ 884.50 MBytes/Second
stream[1]: f1: read 3059.22 MBytes @ 726.70 MBytes/Second
stream[2]: f2: read 3059.22 MBytes @ 808.67 MBytes/Second
stream[3]: f3: read 3059.22 MBytes @ 656.74 MBytes/Second

Mio: Aggregate: 12236.88 Mbytes @ 2626.95 MBytes/Second

Issue 10000 reads to four streams and report the response times:

perl-# Mio -R -n10000 /jhb/f0 /jhb/fl /jhb/f2 /jhb/f3
Mio: Timing 4 stream(s) of 10000 x 1M direct reads queued 2 deep

stream[0]: fO: read 10485.76 MBytes @ 536.02 MBytes/Second
stream[1]: f1: read 10485.76 MBytes @ 688.96 MBytes/Second
stream[2]: f2: read 10485.76 MBytes @ 856.74 MBytes/Second
stream[3]: f3: read 10485.76 MBytes @ 841.03 MBytes/Second
Mio: Aggregate: 41943.04 Mbytes @ 2144.08 MBytes/Second
I/O response time buckets: Oms 5ms 10ms 20ms 50ms 100ms
stream[0]: fO: 7632 1459 768 137 4
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stream[1]: f1: 8570 928 395 103 4
stream[2]: f2: 9240 491 197 68 4 0
stream[3]: f3: 9196 494 234 76 0 0

NOTES
Character devices - Some platformsénaharacter device representations of disk devices and/or disk parti-
tions that support read/write and some do not.

Direct 1/O - Direct 1/O is not supported on all platforms, although it is pretty well tested on Liitect
I/O support for specific files on other platforms is schizophrenic at best, and may not be supported on a par
ticular file system, block device, character special device, or without appropriate mount options.

Windows - Mio on Windows most lilely be useful only whenxecuted from a Unix-like eavironment such
as Cygwin.

FILES
lusr/cvfs/bin/Mio

SEE ALSO
cvfs(1)
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NAME
mount_cvfs — mount a StorNext client file system

SYNOPSIS
Solaris:
mount [-F cvfg| [-0 optiong filesystem dir

Linux:
mount [-fnv] [-t cvfs] [-0 <options>] <filesystem> <dir>

Irix:
mount [-v] [-t cvfs] [-0 optiong filesystem dir

AlX:
mount [{ -v[-V} cvfs] [-0 optiong filesystem dir

HP-UX:
mount [-F cvfg| [-0 optiong block_device_or_dir dir

Direct Execution:
mount_cvfsfilesystem dicvfs options
mount_cvfsserver filesystem dicvfs options

Direct Execution (Linux)
mount_cvfscontrol_device filesystem divfs options

DESCRIPTION
mount_cvfsis amount helpeutility that mounts a StorNext file system on client machines. On lIrix, Lin-
ux, HP-UX, Solaris & AIX these utilities are called by theunt(1m) utility to mount file systems of type
cvfs. These helper utilities are designed to beked only by themount(1) utility; if they are irnvoked di-
rectly on the command line, the option and argument location is strictly positional.

Each client file system must communicate with a File System Manager (FSM) running either locally or on a
remote host.The FSM manages all the activity for the client in terms of storage allocation and metadata.
Data transfers go directly between disks and the client. In the second formneduhé cvfs command,

the hostname of the FSM server is explicitlyegiin a yntax similar to NFS.

The FSM can manage a number of different StorNext file systBah different file system is specified in
a oonfiguration file on the FSM host. For example, a sample file system configuration is provided in the
FSM configuration filéusr/cvfs/examples/example.cfgx

OPTIONS

Options supported by the mount command:

-f LINUX ONLY
Fakes the mount process but updates thee/mtabfile. The mount call will fail if the mtab entry
already exists.

-n LINUX ONLY
Mounts the filesystem without updating tletc/mtabfile.

-V Verbose mode.

Additional options may be specified in thetc/fstabfile or on themount(8) command line via theo pa-
rameter The-o parameter should be specified only once. If multiple options are needgdhdidd fol-
low the-o0in a comma-separated list.

ro Default: rw

Mount the file system read-only.
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rw Default: rw

Mount the file system read/write.

noatime
Default: off

Do not update inode access times on this file system. Silently disabled on a managed filesystem.

nodiratime
Default: off

Do not update directory access times on this file system.

noexec Default: off

Do not allav the execution of programs resident on this file system.

nosuid Default: off

When e&ecuting programs resident on this file system, do not honor the set-user-ID and set-group-
ID bits.

threads=n
Default: 12

Determines the number of kernel threads that are cre@rdsome platforms these threads will
shav up & cvfsiod processes in the output jps.

This setting does not affect other kernel threads, xamgle, cvfsd, cvfsbufiod, cvfsflusher,
cvfs_dputter.

The minimum value allowed is 12.

stripeclusters=n
Default: 8

In certain cases, such as with using JBORiads it may be possible tova-load their command
gueues using SNFS. If this occurs, the I1/O concuyrean be reduced by reducing the number of
concurrenstripeclusterghe file system uses. The reduction is at the cost of performance.

buffers={ yeslno}
Default:yes

When set tes, the file system will use buffer caching for unaligned 1/0.

protect_alloc={yes|no}
Default:no

When set toyes, non-root users are unable to use the preallocation ioctl. Note: protect_alloc=yes
also (silently) implies sparse=yedisklessH yesjno} D efault:no

If the diskless option is set §@s then the mount will succeedyen if the file systens dsks are
unavailable. Ary subsequent I/O will fail until the file systesdsks are visible through the SNFS
portmapper.

diskproxy={ client|sertver}
If the diskproxy option is set tdient, then the mount may use a Proxy Server to do its data I/O. If

the client host has SAN conneity to some or all of the disks in the file system, then those disks
will be accessed via the SAN connection, not the agtwr his client is then referred to as a disk

StorNext File System September 2015 78



MOUNT_CVFS(1M) MOUNT_CVFS(1M)

proxy hybrid client. When SAN connedtly is used, the server license on the MDC will be
chaged for the mount. If it is desired that this client use the network for the mount, then the disks
should be made uwalable to this host or thevpaths file should be configured to went
StorNet from using the directly attached disks. ThiBo subcommand o€vadmin shaws the

type of proxy mount.

If the diskproxy option is set teerver, then this system will become a Proxy Server for this file
system. Adpserver configuration file must exist to define the operating parameters for ther.Serv
Seedpsenver (4) andsndpscfdl) for details.

Note: The diskproxy option iswvailable only on Linux and Solaris systems, and the server option
is available on Linux systems.

proxypath={ balancqrotate|sticky[filestickybalancdfilestickyrotate}
Only used if the diskproxy option is setdigent, controls the algorithm used to balance 1/0O across
Proxy Server connections.

The proxy client keeps track of bytes of 1/O pending, bytes of I/O completed and the elapsed time
for each 1/O request. It uses thesdues and certain rules to determine the server that is used for
subsequent I/O requests. These collected counters are degayéthe so that only the most re-

cent (minute or so) I/O requests are vate.

There are tw main components of the selection - the algorithm itself and the use of filg lstick
havior The algorithms are balance, rotate and gtick

The balance algorithm attempts to keep the same amount of §meith of I/O outstanding on
each connection. i.e. Faster links will tend to get more of theA/Onk could be faster because a
given srwver is more efficient or lesaiby It also may be the case that networkficabver a gven
link uses higher speed interconnects such as 10G ethernet.

The rotate algorithm attempts to keep the same number of bytes of I/O pending on each Proxy
Sener connection. This is similar to balance in that eerwhich respond more quickly to 1/O re-
quests will hge the outstanding I/O bytes reduced at a more rapid pace thaer Servers and

will thus be used more often than slower links.

The difference between balance and rotate is that with balance, higher speed linkgewitbea
bytes of 1/0 outstanding than slower links.

In both balance and rotate, if more than one path has the best score, a pseudo-random selection
among the winning paths is made to break the tie.

Thessticky algorithm assigns I/O to specific luns to specific Proxy Server connections.

Filesticky behavior attempts to assign 1/O for avgn file to a specific proxy seey It does this by
using the files inode number modulo the number of servers to select a servar iSieceall
clients see the same inode number forvargiile, all clients will select the same servif there is
more than one path to that servthen the algorithm (balance or rotate) will be used to select
among the paths.

Filesticky behavior is controlled through a mount option.

When no proxypath mount option is specified, the balance algorithm is used and Yilestial-
ior is selected.

For mount options balance and rotate, filesticknot selected. For filestickybalance and filestick-
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yrotate filesticly is slected.

Note: The proxypath mount option ivalable only on Linux and Solaris systems. The proxypath
options are selected on Windows clients through the Client Configuration utility.

proxyclient_rto=n
Only used if the diskproxy option is set ¢tient. Defines the number of seconds to wait for a
Proxy Client 1/O read request to complete before disconnecting from the Proxy Server and resub-
mitting the request to a different Proxy Server.

The default value is 15 seconds.

Note: This option is gailable only on Linux and Solaris systems.

proxyclient_wto=n
Only used if the diskproxy option is set ¢tient. Defines the number of seconds to wait for a
Proxy Client I/O write request to complete before disconnecting from the Proxgr &ew resub-
mitting the request to a different Proxy Server.

The default value is 30 seconds.

Note: This option is gailable only on Linux and Solaris systems.

atimedelay={ yesno}
Default:no

Perform lazy atime updates. This option img@operformance by witing until closing a file be-
fore updating the atime value of the file. This reduces extra network traffic andlatdec to
atime updates.

nrtiotokenhold=n
Default: 60

The QOS dken Hold Time (nrtiotoknhold) parameter is only applicable when using the SNFS
Quality of Service (QOS) feature for real-time 1/0. The parameter determines the number of sec-
onds that a client stripe group will hold on to a non-realtime l/@rtaluring periods of inaeity.

If no 1/O is performed on a stripe group within the specified number of seconds, the token will be
released back to the FSM.

The parameter should be specified ire figcond increments; if the parameter is not a multiple of
five, it will be rounded up automatically.

auto_concwrite={ yes|no}
Default:no

When set tyes, dlows multiple threads to write to files concurrently.

Note: setting auto_concwrite=yes requires that sparse=no also be specified. Also, protect_al-
loc=yes is disallowed with auto_concwrite=yes.

cachebufsizesize
Default64 K (bytes)

This option sets the size of each cach#idn This determines the I/O transfer size used for the
buffer cache. For optimal performance, cachefsize should match the RAID stripe sizH.
cachebufsize is less than the RAID stripe size write performance mayebel\sdegraded.

The maximum alue allowed is 2048k and the minimum value allowed is 1. The value is rounded
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up to be a multiple of file system blockBor example, if the file system block size is 4k andak v
ue of 1 is used, the cachebufsize will be 4k and a value of 2047k would be rounded up to 2048k.

Can be specified in bytes (e.g. 131072) or kilobytes (e.g. 128k).

buffercachecap=n
Depicted in mgabytes (MB).

Default: varies by hardware, OS, and memory:

32bit windows with <= 2GB of memory =32MB
32 bit windows with > 2GB of memory =64MB
32 bit linux with <= 2GB of memory =64MB
32 bit linux with > 2GB of memory =228MB
all others with <= 2GB of memory =64MB

all others with > 2GB of memory =256 MB

Tell the system hw much memory in MB units to use for tltachebufsizeassociated with this
mount. All mounted file systems with the sawachebufsizeshare this amount of memorijf a
subsequent mount with the sawcmchebufsizeincreasesuffercachecap an datempt is made to
allocate more Wwffers. If buffercachecapis less than or equal to a previously mounted file system
already mounted with the samsachebufsize the value is ignored. If the number aifters al-

ready allocated for thisachebufsizes less tharbuffercachecap an dtempt is made to allocate
more luffers. Ifary alocation fails, mount stops trying to allocate and the mount succeeds unless
not even 10 kuffers could be allocated. In this last case, mount fails with ENOMEM.

If the total amount of memory on the system is 4GB or less, the valmdfefcachecapmust be
between 1 and 1/2 the memory size (in MBYr example, if the machine has 2GB of memory
buffercachecapcan be a value from 1 up to and including 1024.

If the total amount of memory on the system is greater than 4GB, the maximum veluédor
cachecapis given by:

MINIMUM(memory_size_in_MB - 2048, .9 * memory_size_in_MB)

Note that some operating systems resargrcentage of memory for special purposes making the
awailable memory somewhat smaller than the physical capacity of the installed RAM.

Also note that while a maximum value existslbaffercachecapthat attempts to pvent having a
single mount consume too much memary checks are made across other caches or other memo-
ry consumers including user processesr example, it is possible toversubscribe memory by
configuring different values afachebufsizeacross mounts and specifying large valuebuffer-
cachecap Oversubscription is also possible when specifyimgyvlarge values oflircachesize
andbuffercachecapfor a particular mount.

The cvdb(1) command can be used with tiieoption to see he mary buffers hae been allocat-
ed for eacltachebufsize

bufferlowdirty= n

bufferhighdirty= n
These options set thewoand high watermarks for backgroundfter flushing and values are de-
picted in mgabytes (MB). Note: these options are not intended for general@sly. use when
recommended by Quantum Support.

buffercachemin=n
Seebuffercachecap This option has been deprecated and is ignored. Depicted gebytes
(MB).

buffercachemax=n
Seebuffercachecap This option has been deprecated and is ignofeepicted in mgabytes
(MB).
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verbose= yesino}
Default:no

When set toyes, mount_cvfs will display configuration information about the file system being
mounted.

debug={ yes|no}
Default:no

When set to/es, mount_cvfswill display debugging information. This can be useful in diagnos-
ing configuration or disk problems.

mnt_retrans=n
Default: 1

Indicates the number of retransmission attempts the file system wil dngkg the &ecution of

the mount(2) system call. Until the file system is mounted, the kernel will only retransmit mes-
sages to the FSivhnt_retrans times. Thisparameter works in conjunction with thent_recon
parameter This can help reduce the amount of time a mount command will hang during boot; see
themnt_type option.

mnt_recon={ hard|soft}
Default: soft

Controls whether aftemnt_retransattempts at contacting the FSS during the mounting and un-
mounting of a file system, the kernel will eithevegip or continue retrying foreer. It is advisable
to leave this option asoft so that an unresponrsi FSS does not hang the client during boot.

mnt_type={bglfg}
Default: fg (foreground)

Settingmnt_type to bg will cause the mount to run in the background if the mount of the indicat-
ed file systemdils. mount_cvfs will retry the mountmnt_retry number of times before \gng

up. Wthout this option, an unrespowusi FSM could cause a machine to hang during boot while
attempting to mount StorNext file systems.

During background mounts, all output is re-directefVém/adm/SYSLOG.

mnt_retry=n
Default: 100

If a mount attempt fails, retry the connection up tames.

retrans=n
Default:5

Indicates the number of attempts that the kernel willeniakransmit a message to the FSM. If no
response to a transmitted messageexiin the amount of time indicated by thismeout parame-

ter, the request will be retransmitted. If the file system was mounted witle¢ba=softparame-

ter, the file system will gie yp &ter retrans attempts at sending the message to the FSM and will
return an error to the user.

recon={ hard|soft}
Default:hard

This option controls whether afteatrans attempts at sending a message to the FSM, the file sys-
tem will give yp or continue retrying foreer. For hard mounted file systems, the kernel will retry
the connection attempt forer, regadless of the value of thetransfield. For soft mounted file
systems, thedenel will only tryretrans number of times before giving up and returning an error
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of ETIME (62). Thisis analogous to thieard andsoftoptions to NFS (sefstab(4)).

timeout=n
Default: 100 (ten seconds)

The timeout alue, in tenths of a second (0.1 seconds) to use when sending message to the FSM.
This timeout parameter is similar to the one used by NFSf¢t®4) for more information on

NFS timeouts).If no response is recaid from the FSM in the indicated period the request is tried
again. On heavily loaded systems, you may want to adjust the timeout value higher.

syslog< nongnoticelinfo|debug}
Default: notice

During normal operations, certain messages will be logged to the system console usystpthe
facility. debugis the most grbose, withnotice being reserved for critical information. It is im-
portant to note that the syslogékis global per system, not unique to each file system. Changing
the level for one file system will affect all other SNFS file systems.

blkbufsize=n
Default:64 K

This option sets the maximunuffer size, in bytes, for the unaligned I/O transitiarifér. Use
caution when setting this option since values that are too small may degrade performance or pro-
duce errors when performing large unaligned I/O.

dircachesize=
Default:10 MB

This option sets the size of the directory cache. Directory entries are cached on the client to reduce
client-FSM communications during directory reads. Note: the directory cache on a client is shared
across all mounted SNFS file systems. If different values of dircachesize are specified for multiple
file systems, the maximum is used. When applying this setting, ensure that the systerfi-has suf
cient kernel memory.

Can be specified in bytes (e.g. 2097152), kilobytes (e.g. 2048k) gabytes (e.g. 2m).

auto_dma_read_length=
Default: 1048577 Bytes (1MB + 1)

The minimum transfer size used for performing direct DMA /O instead of usingiffex bache

for well-formed readsAll well-formed reads equal to, or larger than this value will be transferred
with DMA. All read transfers of a smaller size will use thdfér cache. Reads Iger than this al-

ue, that are not well-formed will use a temporary memory hufparate from the buffer cache.

The minimum value is the cachebufsize. Byaddf well-formed reads of greater than 1ddwyte
will be transferred with DMA,; smaller reads will use the buffer cache.

Auto_dma_read_length can be specified in bytes (e.g. 2097152), kilobytes (e.g. 2048k), or
megabytes (e.g. 2m).

auto_dma_write_length=n
Default: 1048577 Bytes (1MB + 1)

The minimum transfer size used for performing direct DMA /O instead of usingiffex bache
for well-formed writes. All well-formed writes equal to, or larger than this value will be trans-
ferred with DMA. All write transfers of a smaller size use the buffer cache.

The minimum value is the cachebufsize. By add#f well-formed writes of greater than 1
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Megabyte will be transferred with DMA; smaller writes will use thgfer cache. Writes lger
than this value, that are not well-formed will use a temporary memdgfgrbseparate from the
buffer cache.

Auto_dma_write_length can be specified in bytes (e.g. 2097152), kilobytes (e.g. 2048k), or
megabytes (e.g. 2m).

buffercache_readaheadn
Default:16

This option modifies the size of the read-ahead windepresented in cacheffers. Settinghis
value to O disables read-ahead.

buffercache_iods=
Default:8, Minimum: 1, Maximum:100

The number of background daemons used for performing buffer cache 1/O.

cvnode_max=n
Default: varies by platform.

This option sets the maximum number of cvnode entries cached on the client. Caching cvnode en-
tries impraves performance by reducing Client-FSM communicationwideer, each cached cvn-

ode entry must be maintained by the FSM as well. lir@mments with may SNFS clients the

FSM may be weerloaded with cvnode references. In this case reducing the size of the client cvnode
cache will alleviate this issue.

max_dma=n
AIX AND LINUX ONLY

Default: varies by platform.

This option tells the érnel the maximum DMA size a user process can issue. This can impact the
number of concurrent I/Os the file system issues to therddr a user 1/0. There are othecfors

that can also limit the number of concurrent 1/0s. Thaulefs 256m on AlX and 512m on Lin-

ux. WARNING: Incorrectly setting this value may degrade performance or cause a crash/hang.

max_dev-n
AIX AND LINUX ONLY

Default: AIX: I/O dri ver | OCINFO max_transfer.
Default:Linux: 512M with Linux DM/Multipath. 512K with StorNext multipath.

This option tells the kernel the maximum I/O size to use when issuing 1/Os to the underlying disk
driver handling a LUN. The file system attempts to get the maximum I/O size using the IOCINFO

ioctl. Since the ioctl is notabys reliable, this mount option exists teerride the ioctl return al-

ue. Exampleusage max_dev=1m or maxve@56k. WARNING: Incorrectly setting this alue

may result in I/O dilures or cause a crash/hang. For Linux clients, only use when recommended
by Quantum Support.

sparse yesino}
Default: varies by platform.

Some utilities detect "holes" in a file and assume the file system will fill the hole with zevoes. T
ensure that SNFS writes zeroes to allocated, but uninitialized areas on the dishrssstyes

max_dma_ioss
LINUX ONLY Default:0 (disabled)
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This option controls the amount of dma based I/O which is can be queued while thgfferis b
cache based 1/0O pending. The numerical value is multiplied by the cachebufsize (&4K),def
once this amount ofuffered 1/O is pending, all DMA I/O will be suspended until some of the
buffered 1/0 completes. This\gs huffered 1/0 some priority e heary DMA loads. If you do
not understand loto use this for your workload, do not use it.

i0_penalty time=n
Default: 300 (seconds)

This option controls the Multidth 1/0O penalty value, whereis expressed in seconds with a min-
imum value ofl and a maximum value of 4294967289 KFFFFFFF). Thisparameter establish-
es the amount of time thatRath_In_Error will be bypassed inalvar of an Opefational Rath dur-
ing a Multi-Path selection sequence. If all paths are currently iRdte In_Error state, then the
first available path will be selected, independent of Bath_In_Error state.

io_retry_time=n
Default: 0 (Forewer)

This option controls the I/O retry behar. nis expressed in secondsi§ no time limit), and es-
tablishes the amount of time that may elapse during an 1/O retry sequent/®© retry sequence
consists of:

1. Retry an I/O request across alditable paths that are currently present.

2.  Compare the current time to thestantiationtime of the 1/O request, if at leastseconds
have dapsed, return the I/O request in er@herwise reset the paths used, and retry again.

is08859% 1|15}
Default: disabled

This option provides camrsion of file and directory names fromgéey 1SO-8859-1 and
ISO-8859-15 to SNFS nat UTF8 format. This may be needed in environments where a critical
application does not yet support UNICODE and the required locale is 1SO-8859-1 or
ISO-8859-15.

This option is supported on Linux, HP-UX, Solaris, Irix, and AIX.

Limitations:

1. cannot be enabled on SNSM metadata server (clients only).
2. filesystem names must be plain ascii.
3. pre-existing filesystems with erroneous 1SO-8859 object names
must be manually converted to UTF8 before using this feature.
Note, this can be easily accomplished with a perl script  using
Encode::from_to().
4. does not solve issues surrounding composed versus decomposed
presentation.

allowdupmount={yesjno}
Default:no
UNSUPPORED - reserved for Quantum internal usaddnt intended for production us&Vhen
set toyes, mount_cvfswill allow multiple mounts for the same file system.
dmnfsthreads=n
Linux ONLY Default: O.

Determines the number of threads used for servicingvedraf df-line files initiated as a side ef-
fect of NFS actiity. This option should only be used on Linux systems acting as NF&semwd
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is only useful for managed file systemdmnfsthreadshould be set to a value as least agelars
the maximum number of concurrent retde possible for the file systenfor example, with tape-
based configurations, this will be equal to the number of tapesdrinfigured for retrieal.

loopdev on|off}
Linux ONLY

Default: off.

Enable support for loopback devices on top of Stdrn&his causes heavy use of the linux page
cache when loop devices are used, it will also changeamoNFS server interacts with Stostie
Use of the option is not recommended unless loopback device or sendfile support is required.

ingest_max_seg_sizar
Default: 0.

Set the maximum size of ingest segments (loytes).

ingest_max_seg_age¥
Default: 0.

Set the maximum time to wait before sending ingest segmer{seronds).

memalign=n
bufalign=n
Default: varies by platform.

Set the required memory alignment for dma transfers tdse of the option is not intended for
general use and may be deprecated in the futdrdy use when recommended by Quantum Sup-
port.

fsname=filesystem
HP-UX ONLY

Default is the last component of the mount padit,

On HP-UX, the first required argument to the mount command must be a directory or a block de-
vice. Ary block device or directory may be used that is not already moufttézisimplest to re-

use the mount point. If one wishes tovda nount point that does not end in the file system
name, this option must be used to specify the file system namnexample,

mount -F cvfs /stornext/snfsl /stornext/snfsl

mount -F cvfs -o fsname=snfs1 /base /base

bcacheprefersreaders=type>
Linux ONLY Default: none

Enable special uifer cache ingest throttling and LRhandling. Thisoption is not intended for
general use and incorrect use may lead to poor performance and system ins@bilityse when
recommended by Quantum Support.

AUTOMATIC MOUNTING
On Irix & Linux, the initialization of SNFS can be controlled by th&kconfig(1M) mechanism. If thevfs
chkconfig flag is set ton, then all SNFS file systems specified in th&c/fstabfile will be mounted when
the system is booted to multi-user state. When the system is being aimyttlge file systems will be un-
mounted. Sethecvfs man page for more information.

StorNext File System September 2015 86



MOUNT_CVFS(1M) MOUNT_CVFS(1M)

On Solaris, the installation of CVFS adds a startup scrifgttginit.d/ that will automatically mount CVFS
file systems present in thetc/vfstalfile with a "yes" leyword in the "mount at boot" column.

On AlIX, the installation of SNFS adds thetc/rc.cvfsstartup script. This script is then called at startup per
the /etc/inittab file. The rc.cvfs script will automatically mount and SNFS file systems included in the
letc/visfile.

DISK DEVICES
mount_cvfswill query the local portmapper for the list of all accessible SNFS digkate SNFS disks
are recognized by their label. This list is matched with the list of devices for each stripe group in the file
system. If ag disk is missing, 1/0 will be prohibited, and you will reeeil/O errors.

RECONNECT
A socket is maintained for each unique SNFS client file system for sending andng@simmands to and
from the FSM. If the socket connection is lost foy eeason, it must be reconnected.

There are tw daemons imolved in re-establishing the connection between an SNFS client and the FSM.
The first is the soak input daemon, which is a dedicated daemon that handles all input from the FSM. The
second is the reconnect daemon, which handles dhle ¥ re-establishing the logical connection with the
FSM. Both of these daemons appeat\dsd in the output fronps.

Messages will be printed on the system console argsiogduring reconnect processing; the verbosity of
the messages displayed can be controlled viaysleg=parameter andvdb(1).

When the soalt input daemon detects that the connection has been lost, it will attempt to first connect to
the fsm portmapper processmpm(8). Onceit has succeeded and has the port number dsth)
to use, it attempts to create aweocket to the FSM using the port number returned by fsmportmapper.

If no response is recasd from either the SNFS portmapper or the FSM, the daemon will pend for the
amount of time specified by thieneout= parameter The socket input daemon will attempt to reconnect to
the FSM foreer.

If any of the configuration parameters in the FSM configuration file changed, then the connection will be
terminated, and no further 1/0 will be alfed. The only recourse will be to unmount and remount the file
systems. Seenfs_config5) (part of thecvfs_serverproduct) for more information on configuring the
FSM.

INTERRUPTIBLE SLEEPS
Whenever a process must go to sleep in the SNFS file system, the sleep is interruptible, meaning that the
process can be sent a signal and the operation will fail with an error (USLNITR ). The only &ceptions
are when a process igeeuting theexit(2) system call and is closing out all open files; due to Unix limita-
tions, processes are immune to signals at that point.

EXAMPLES
File systems can be specified either on the command line/etcifstab To mount the default file system
that is served by a host in the SAN, the entrjete/fstabwould be:

default /Jusr/tmp/cvfs cvfs verbose=yes

If this is the only SNFS file system fetc/fstaly it could be mounted with the command:

# nount -at cvfs

To mount the same file system, but specifying a soft connection with a retransmit count of two, and a soft
background mount with a retry count of two, the entryeitt/fstabwould be (line is shown broken up for
readability; in practice, it would wrap):

default /Jusr/tmp/foo cvfs verbose=yes,recon=soft,retrans=2,
mnt_recon=soft,mnt_retry=2,mnt_type=bg

Filesystems can also be specified on the command line, without an efetig/fstab To mount the dedult
file system on mount poifisr/tmp/foo
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mount -t cvfs default /usr/tmp/foo

To mount a file system verbosely that is described by the FSS configuratimydNelr.cfg»on that host:

mount -0 verbose=yes -t cvfs mycvdr /usr/tmp/foo

FILES
/etc/config/cviglrix Only)

SEE ALSO
cvfsd(8), cvdb(1), mount(1m), chkconfig(1m) ,sndpscfd1), dpserver (4)
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NAME
nss_cctl — StorNext Cluster-Wide Central Control File

SYNOPSIS
Jusr/cvfs/config/nss_cctl.xml

DESCRIPTION
The StorNext File Systemsupports clustewide central control to restrict the behaviour of SNFS cluster
nodes (fsm seer, file system client and cvadmin client) from a central place. A central control file
nss_cctl.xml is used to specify the desired controls on the cluster nodes. This file resides under
/usr/cvfs/configon anss coordinator sever.

This control file is irxml format and has hierarchical structure. The tmellelement is $nfsControl". It
contains control elemensécurityControl” for certain file systems. If you V& dfferent controls for dif-
ferent file systems, then each file system should its.own control definition. A special virtual file system
"#SNFS_ALL#' is used as the dafilt control for file systems not defined in this control file. It is also used
to define thecvadmin related controls on clientdNote you cannot hee a eal file system named as
"#SNFS_ALL#".

Each file system related control element (segurityControl) has a list of tontrolEntry ". Each ‘tontro-

I[Entry " defines the client and the intended controls. A client can be of hgst''br "netgrp”. For "host"

type, its 'hostName' can be either its ip address or its host hame. Both IP V4 and IP V6 are supported.
"netgrp" specifies a group of conseotdiip addresses.fetgrp” has two ub-elements:rietwork" defines

the ip address (either V4 or V6) of the netlwgroup, maskbits' defines the network mask bits. It is pos-

sible that there isverlap between the ip addresses in the host section and netgrp section, and the "host" en-
tries should be defined before the "netgrp" entries.

In this case, the netgrp control is considered to be a generic case, while the controls Yadualinslicon-
sidered to be a special case. A special case takes precedence.

Controls
Currentlyseven controls are supported. Each control has this format:

<control value="valué'/>
Thevaluecan be eithertfue"” or "false'. Thecontrolis one of the following controls:

mountReadOnly
Controls whether the client should mount theegifile system as readonlyalue 'true"("false")
means the file system is mounted as readonly (read/write). If this control is not specified, the de-
fault is read/write.

mountDlanClient
Controls whether the client can mount theegifile system via proxy client. Valugrtie"("false")
means the file system is (not) allowed to mount via proxy client. The default is "mount via proxy
client not allowed".

takeOwnership
Controls whether users on a windows client are allowed ®dakership of file or directory of a
stornet file system. Value "true" (&ise") means that taking ownership is (not) allowed. The de-
fault is that "tale avnership is not allwed". Note this control only applies to the clients running
on Windows platforms.

snfsAdmin
Controls whethecvadmin running on a host is allowed toJeasuper admin privilege to run
privileged commands such as start/stop ¥alue 'true"("false") means users witeuperadmin
privilege is (not) allowed to run privileged commands. The default value is "false".

snfsAdminConnect
Controls whethecvadmin running on a client is allowed to connect to other fsm host via "-H" op-
tion. Value true"("fals€') meanscvadmin is (not) allaved to connect to other fsm host via "-H"
option. Thedefault value is "false".
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exec Controls whether binaryxecutable files on the file system are a#m to be recuted. \alue
"true"("fals€') means binaryxecutable files are (not) allowed to beeuted. The default value is
"true”, i.e. the &ecution is allowed.

suid  Controls whether setuid bit is allowed to ¢aéffect. \alue 'true"("fals€') means setuid bit is
(not) allowed to tak df ect. The default value igrtie".

Note If no match is found for a gen dient’s ip aldress, then the client has novpege to access a SNFS
cluster If a file system has been defined but the client is not defined in that file sysb@tnol (security-
Control), then the client has no access privilege to the specified file system.

LIMIT ATIONS:
Currently onlyLinux platform is supported to be a nss coordinatoresecapable of parsing this xml file.
If you have a ®laris machine as the fsm servin order to enforce this cluster-wide central control, you
need to use kinux machine as your nss coordinator with this central control file in place.

EXAMPLE
The following is an example of nss_cctl.xml file. It defines the control of file system "snfs1", and also the
special virtual file system "#SNFS_ALL#".

<snfsControl xmIns="http://www.quantum.com/snfs/cctl/v1.0">
<securityControl fileSystem="snfs1">
<controlEntry>
<client type="host">
<hostName value="192.168.230.132"/>
</client>
<controls>
<mountReadOnly value="true"/>
<mountDlanClient value="true"/>
<takeOwnership value="false"/>
<exec value="true"/>
<suid value="false"/>
</controls>
</controlEntry>
<controlEntry>
<client type="netgrp">
<network value="192.168.1.0"/>
<maskbits value="24"/>
</client>
<controls>
<takeOwnership value="true"/>
<mountReadOnly value="true"/>
</controls>
</controlEntry>
</securityControl>
<securityControl fileSystem="#SNFS_ALL#">
<controlEntry>
<client type="host">
<hostName value="linux_ludev"/>
</client>
<controls>
<snfsAdmin value="true"/>
<snfsAdminConnect value="true"/>
</controls>
</controlEntry>
</securityControl>
</snfsControl>
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FILES
lusr/cvfs/config/nss_cctl.xml
lusr/cvfs/examples/nss_cctl.example
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NAME
gos — StorNext File System FSM QoS Central Config File

SYNOPSIS
lusr/cvfs/config/*_rvio.opt

DESCRIPTION
The StorNet File Systen{SNF$J gos config file defines the bandwidth reservation for non-rtio (rvio) on
certain clients from a central place, i.e. the fsmesemhe allocated rvio bandwidth is used for non-rtio 10s
on the client. The config file has the name of the designated file systeme appended by "_rvio.opt". So
if the file system is "default", the QoS config file will be "default_rvio.opt". If this file doesxigi} there
will be no rvio bandwidth reservation foryadient.

non-rtio reservation (rvio) provides a second priority bandwidth reservation mechanism for certain clients,
while rtio request has the highest priority and will be satisfied first. All rvio requests share the remaining
bandwidth after rtio requests are satisfied. If all rvio requests cannot be satisfied, then each rvio client is al-
located the bandwidth directly proportional to its request amount. With dynamic changes of rtio requests,
the allocated rvio bandwidths for clients are dynamically adjusted.

SYNTAX
A QoS central config file has multiple lines, each line defines the rvio reservation for a client. If a client has
multiple IP addresses, the rvio reservation should be defined for each ip address.

The format of an line in QoS central config file is:

<host> <bw-type> <sg=yy>[,sg=yy]
<host>is the client host name. This can be the IP address (either V4 or V6), host name or FQDN of the
client. Note: the host name should be able to be resolvedetenhto a valid IP address) by the fsm server.

The<bw-type>is the type of bandwidth to be specifiedionypes exists:

gosios the bandwidth unit is 10s per second
gosmb the bandwidth unit is mega bytes per second

If "gosios" is used, you may also append multiplier suffix to the amount of bandwidth:

Suffix Name Multiplier

K kilo 1,024
M nega 1,048,576

The <sg=yy>defines the bandwidth on the designated stripe gs@ip.the designated stripe growy, is
the reserved bandwidth. You can only resdmndwidth on stripe groups whose QoS parametefes leen
configured in the file system config file. There are three ways to specify a stripe group:

* t he wildcard for stripe group, applies to all stripe group
sgname the name of a stripe group
sgnum the number of a stripe group, stripe group starts from 0.

Lines that contain white space only or that contain the commesn tkthe first non-white space character
are ignored. An example onvudo configure QoS central config file can be found:

Jusr/cvfs/examples/rvio.example

FILES
lusr/cvfs/config/*_rvio.opt

SEE ALSO
cvfs(1), snfs_config5), fsm(8), mount(1)
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NAME
gustat — StorNext Statistics Utility

SYNOPSIS
gustat commandObject_ldentifierk[ Formatting]

gustat Manange and Vig StorNext Statistics

Print: qustat -gFS_namd-h hosi [-t tbl] [-F opf]
Print CSV File:qustat -ccsv_file

Print + Reset:qustat -P -R -gFS_namégPrint_Option$
Reset: qustat -R -gFS_name

Version: qustat -V

Description: qustat [Object Identifierk-D Seach_String

Help: qustat -H
Commands
-P, --print Print tables (default command)

-R, --reset  Reset table or group if no table
-S, --selftest Run Self Test

-V, --version  Print qustat version information
-H, --help Print qustat help information

-D, --description str Print table or stat description

Object Identifiers

-c, --csvfile Specify a .csv file to load

-h, --hostopt Host name or IP address

-m, --module opt Module name

-g, --group opt Group name

-t, --table opt Table Number

-f, -fsopt  File system name (same as -g)

Formatting

-F, --format all Shaw all records (including zeros)
-F, --format csv Output in .csv format

*HPUX and AIX do not support the longppt format.

COMMANDS
-P, --print

This is the dedult command if no other commands are specifiemiuse the print command, you
must also supply a group (file system) name with-gheption.

The print command fetches the statistics table(s) from the spedfmap (e.g. the FSM) and
prints them to standard output. The output is describedvbelo

-R, --reset

WARNING! Resetting statistics affects hourly reports and anybody
else using qustats.

This command resets the internal statistics tables for the sp&2iijedt Identifier.

-S, --selftest

Runs self-test to verify that internal functions are working propéflyour system is sy it may
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be normal for the timing tests to fail.

-V, --version

Display version information for the qustat command.

-D, --description
Use the -D command to find the description for tables and stats. The -D search string may contain
the wildcard *'. Note that strings with an asterisk should be quotesdid globbing. You must
provide object identifiers for at least one table.
Search Examples:
qustat -g myFileSys -D "*"
qustat -g myFileSys -D "VOP Lookup"
qustat -g myFileSys -t 1 -D "VOP Lookup"

qustat -g myFileSys -t 1 -D "VOP *"
qustat -g myFileSys -t 1 -D "*"

-H, --help

Displays help information.

OBJECT IDENTIFIERS
-c csv_file --csvesv_file

Specify a .csv file to load.

-h host --host host

The host or IP address where tkedule (e.g. FSM) is locatedThis option is normally not
needed when displaying FSM statistics if your computer is joined to the cluster.

-m module --module module

Specifies the module (process or service) from which to extract statiSticthe current release,
FSM is the only supported option. Future releases may include other modules.

The default module iIESM if not specified.

-g group, --group group

Indentifies the group of tables.or FSM modules, thgroup specifies the file system name.

This is the same as thieoption.

-t table_number--table table_number

Use-t to print a single table. If you print all statistics, the table numbers are displayed in the table
header SeeTABLES below.
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If you do not specify a table, all tables for the group are displayed.

-f file_system--fs file_system

This is the same as thg option.

FORMATTING
-F option, --format option

You may specify the-F option multiple times. Thall option will print all statistics including
those with all zeroalues. Thessvoption will display output in comma-separated-values format.

OUTPUT
The Group header includes revision, host, module, group and time recditz=time_t value is the output

of theBtime() function call.

Columns include:

NAME - The name of the statistic being gathered.
TYP- The type of statistic.

CNT Thenumber of times something occurred.

LVL The currentevelof something (e.g. number of free buffers).
SUM Theaccumulated sum such as the amount of data written.
TIM The amount of time consumed (in microseconds).

COUNT- Number of times the operation was performed.
MIN/MAX - Minimum and maximum values.
TOT/LVL - Total or current leel (depending on TYP)

AVG - The arerage (TOT dvided by COUNT)

TABLES
A Group is normally split into multiple tables. Each table is identified by a urtajpie number

Table numbers are guaranteed to identify a single unique object throughout the lifespan\antigeogp,
but not across reboots/restarts for the group.

For the FSM, the main table numbers will remain consistent across restarts, but the per-client statistics will
vary depending on connection order.

ACCURACY
Statistics are not guaranteed to be 100% accurate.

For performance reasons, the implementation does not explicitly lock the code atienirgg statistics.
However most operations are already protected by other multi-thread locking and therefore inaccuracies
should be minimal.

In addition, operations are not halted or locked when resetting or gathering staltisigsossible to hae
a datistic dropped during a reset or snap of statistics.

CVLOG HOURL Y STATISTICS DUMPS
In prior releases, the FSM dumped statistics on an hourly basis to the cvlogs which were located under the
data directoryThese statistics dumpsJealeen meoed to a ®parate directory callegustats The format
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has also been changed to .csv files which can be opened in most spreadsheets and datglzasealsbhe
be easily parsed by most programming languages and utilities.
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NAME
sncfgcowert — Corvert StorNext File System configuration file format

SYNOPSIS
sncfgcorvert -n fsnamd-F output_formalt[-v] -f ConfigFile

sncfgcorvert -n fsnamd-F output_formdt[-v] ConfigFile
sncfgcorvert -h

DESCRIPTION
The sncfgcorvert program will comert a StorNet file system configuration file between the old pre-4.0
config and the nve XML config file formats (on supported platforms).

The input file need not ke a cfg or .cfgx suffix - the corerter will automatically figure out the format of
the input file. Cowerted output is displayed on stdout.

Old format output files should & the .cfg suiix and XML formatted files should ke the .cfgx suiix
when writing them to théusr/cvfs/configlirectory Seesnfs_config5) for more information.

OPTIONS
—F output_format
The format to covert to. See-h for applicable formatsThis can also be used to "a@t" from
one format to the same format. Defaults to the latest formadable for the system.

-h Display usage, includingvailable formats to corert to.
—-n fsname
Required. The name of the file system whose config is to lvertech
—f ConfigFile
Specify the config file.
-V Increase verbosity of messages fromvension process
EXIT VALUES
sncfgcorvert will return 0 on success and non-zero on failure.
EXAMPLES
List usage:

# sncfgconvert -h
Usage: sncfgconvert -n <fsname> [-F <output_format>] ([-f <filename>] | <filename>)
-F <output_format> Valid formats:
XML (default)
ASCII
-f <filename> Config file to convert
-n <fsname> File system name
-V increase verbosity (specify multiple -v’'s for more verbosity)
This also displays that the default format is XML.

Corvert a config in a temporary location to XML and write it to a different tempfilegsefginstall(1) for
details on installing the config to the proper location.

# sncfgconvert -F XML -n snfsl -f tmp/fs1.copy > /tmp/fs1.xml

Corvert a config in a temporary location to the old ASCII format and display it on stdout:

# sncfgconvert -F ASCII -n test /tmp/test.cfgx
# Globals

ABMFreeLimit no
AllocationStrategy Round
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HaFsType HaUnmonitored
FileLocks No
BrIResyncTimeout 20

RtTokenTimeout O
MultiPathMethod Rotate
Node CvfsDisk _jbod0203 0

SEE ALSO
sncfginstall(1), snfs_config5)
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NAME

sncfgedit — Edit StorNext File System configuration file
SYNOPSIS

sncfgeditFsName
DESCRIPTION

The sncfgedit program provides caenient method to edit the Storiefile system configuration file for
the named file system and validate thev menfiguration file before werwriting the old one.To do 0,
sncfgeditcreates a temporary oppf the configuration file, and then opens it in an editor.

sncfgedituses the the EDITOR weinonment variable to choose the program used to edit the configuration
file, orvi if EDITOR is not set.

Validation includes standalone validation of thevremnfiguration file as well as validation of changes be-
tween original configuration file and edited file if a configuration file previously existed.

Before an gisting configuration file is werwritten, it is copied to/usr/cvfs/dataFsNaméconfig_history/
for future referenceA timestamp is appended to the filename tonaflor the existence of multiple backup
copies.

EXIT VALUES
sncfgeditwill return 0 on success and non-zero on failure.

ENVIRONMENT VARIABLES
EDITOR
Allows the user to choose which editor is used to modify the configuration file. (default: vi)

FILES
lusr/cvfs/datdFsNaméconfig_history/*

SEE ALSO
snfs_config5)
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NAME
sncfginstall - Install StorNext File System configuration file

SYNOPSIS
sncfginstall -n FsNamef config_file[-M msg_formdt

sncfginstall -h

DESCRIPTION
The sncfginstall program will install a StorNext file system configuration file into the proper location, after
validating that it is a valid config file, and comparing it against an alreddirg config file for the named
file system if one exists.

The input file need not ke a cfg or .cfgx suffix - the corerter will automatically figure out the format of
the input file.

OPTIONS
-h Display usage.
—n FsName
Required. The name of the file system whose config is to be installed.

—f config_file
Specify the config file to install.

-M msg_format
Specify XML if you want messages to come back in XML format. This defaults to ASCII.

EXIT VALUES
sncfginstall will return 0 on success and non-zero on failure.

EXAMPLES
List usage:

# sncfginstall -h
Usage: sncfginstall -f <config_path> -n <fs_name> [-M <fmt>]

-f Path to file to install

-n Name of file system to install

-M Message format: ASCII, XML (default ASCII)
-h This  usage

Install a config in a temporary location to the StorNext configuration directory:

# sncfginstall -n snfsl -f /tmp/fs1.copy
'snfsl' installed

FILES
lusr/cvfs/datdFsNaméconfig_history/

SEE ALSO
snfs_config5)
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NAME
sncfgquery — Query StorNext File System configuration files

SYNOPSIS
sncfgquery -d -fconfig_path

sncfgquery -d -n fshame

sncfgquery -I[-s section

sncfgquery -q -ssection-k keyword-f config_path
sncfgquery -q -ssection-k keyword-n fsname
sncfgquery -h

DESCRIPTION
Query a gien file system for configuration file settings. Only a subset of configuration file settings are sup-
ported.

ACTION OPTIONS
-d Dump configuration

-l List recognized &ywords. Wthout ary query options, this returns the recognized sections. If the
-sflag is specified, it lists the recognizegliwords within that section.

-q Query configuration
-h Print usage

QUERY OPTIONS
-ssection
Select the specified section

-k keyword
Select the specifiecelword within a section
LOCATION OPTIONS

-f config_path
Find information based on config file path

-n fsname
Find information based on file system name
EXIT VALUES
sncfgquerywill return O on success and non-zero on failure.
EXAMPLES
List usage:

# sncfgquery -h
Usage: sncfgquery <actions> <query>

Locate config:

-f <config> Find information based on config file location

-n <fsname> Find information based on file system name
actions:

-d Dump config

-l List keywords

-q Query  config

-h Print this help info
options:

-k <keyword> keyword
-s <section> section
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List the leywords in theglobalssection:

# sncfgquery -1 -s globals

Valid keywords for the globals section:
BrlIResyncTimeout
EventFileDir
GlobalSuperUser
HaFsType
RestoreJournal
SNPolicy
StorageManager

Query the HaFsType of a filesystem

# sncfgquery -q -s globals -k HaFsType -n snfsl
HaFsType HaUnmonitored

SEE ALSO
snfs_config5)
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NAME
sncfgremee — Remove a $orNext File System configuration file

SYNOPSIS
sncfgremove n FsNamg-M output_formalt

sncfgremove

DESCRIPTION
The sncfgremove program will remee a SorNext file system configuration file, archiving it to
lusr/cvfs/datadFsNaméconfig_history/in the process.

OPTIONS
-h Display usage.
—n FsName
Required. The name of the file system whose config is to bevedmo

-M msg_format
Specify XML if you want messages to come back in XML format. This defaults to ASCII.

EXIT VALUES
sncfgremove will return 0 on success and non-zero on failure.

EXAMPLES
List usage:

# sncfgremove -h
Usage: sncfgremove -n <fs_name> [-M <fmt>]

-n Name of file system to remove
-M Message format: ASCII, XML (default ASCII)
-h This  usage

Remwe a onfig:

# sncfgremove -n snfsl
'snfs1' successfully removed

FILES
lusr/cvfs/datdFsNaméconfig_history/

SEE ALSO
snfs_config5)
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NAME
sncfgtemplate — Output a StorNext File System configuration file

SYNOPSIS
sncfgtemplate -nFsNamg-M output_formalt

sncfgtemplate -h

DESCRIPTION
The sncfgtemplate program will output a template StorNext file system configuration file with them gi
name to stdout. This can be redirected to a file and editéeen the configuration file is correct for the
file system being created, it can be installed usimgginstall(1), and made witkbvmkfs(1).

Note: the standard way to create asm@onfiguration file on the commandline is wiacfgedif1).
OPTIONS
-h Display usage.
—n FsName
Required. The name of the file system whose config is to be created.

-M msg_format
Specify XML if you want messages to come back in XML format. This defaults to ASCII.

EXIT VALUES
sncfgtemplatewill return O on success and non-zero on failure.

EXAMPLES
List usage:

# sncfgtemplate -h
Usage: sncfgtemplate -n <fs_name>

-n Name of file system
-M Message format (default ASCII)
-h This  usage

Dump a template config to a temporary file:

# sncfgtemplate -n snfsl > /tmp/myconfig

SEE ALSO
sncfginstall(1), cvmkfs(1), snfs_config5)
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NAME
sncfgvalidate — Validate a StorNext File System configuration file

SYNOPSIS
sncfgvalidate -nFsNamd-f config_fil [-M msg_format
sncfgvalidate -h

DESCRIPTION
Thesncfgvalidateprogram will validate a StorNext file system configuration file.

If only anFsNames specifiedsncfgvalidatelooks for an already installed configuration file for the named
file system, and validatessty/ntax it if it exists.

If an FsNameand aconfig_fileare specified, the specified config Bl@iternal syntax is validated, and it is
compared against the currently installed configuration file for the named file system (if it exists).
OPTIONS
-h Display usage.
—n FsName
Required. The name of the file system whose config is to bevedmo
—f config_file
Specify the config file to validate.
-M msg_format
Specify XML if you want messages to come back in XML format. This defaults to ASCII.
EXIT VALUES
sncfgvalidatewill return 0 on success and non-zero on failure.

EXAMPLES
List usage:

# sncfgvalidate -h
Usage: sncfgvalidate -n <fs_name> [-f <config_path>] [-M <fmt>]

-f Path to file to validate

-n Name of file system to validate

-M Message format: ASCII, XML (default ASCII)
-h This  usage

validate an installed config:

# sncfgvalidate -n snfsl
'snfsl' validated

validate a nes config

# sncfgvalidate -n snfs2 -f /tmp/mysnfs2
'snfs' validated

validate a modified config against the installed config (with aalithchange)

# sncfgvalidate -n snfsl -f /tmp/mysnfsl
warning: Journal Size of 16M is less than recommended minimum value; It must be at least 32M for mkfs to s
warning: new fsBlockSize (32768) does not match existing fsBlockSize (16384), file system must be remade

SEE ALSO
snfs_config5)
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NAME

sndiskmae — SorNext File System Disk Meer Utility
SYNOPSIS

sndiskmove [-fqv] [-s suffiq [-b bufMB] [-Sfile] SourceVolume DestinationVolume
DESCRIPTION

sndiskmove is a utility for migrating the contents of a disk to avrdisk. Thisis accomplished by cgmg

the data from the disk and relabeling the destination disk with the name of the source disk. The source disk
is also relabeled with its original name with afisufidded (this is ".old" by default but this can be changed

with the-s option.

WARNING: Using this command incorrectly can cause loss of daksase ensure that you understand the
procedures to safelyiecute this command completelylso, this command is not supported for filesystem
disks that contain data, it must be used for Exedubletadata or Journal disks only.

Attempting to run this command on a disk that is being used on aelyactinning filesystem will cause
data corruption. All referencing filesystems must be stopped and remain stopped during the processing of
this command.

If successful, the command will cause the Idsatpm process to rescan the disks on the host where the
command isxecuted. Ifthere are anFSMs configured on other hosts, it is critical to request a rescan of
the disks before reenabling tR&M on those servers byvioking

cvadmin -e 'disks refresh’

on those hosts.

OPTIONS
-f Forces the disk data to be wenl without confirmation from the usekWVARNING: Use this flag
with extreme caution!
-q Run in quiet mode. This disables the progress display.
-V Causesndiskmove to be verbose.

-ssuffix Uses the suppliesuffixto relabel the source disk.

-b bufsizeMB
Specifies the Wiffer size to use for the copying of disk data (ingabytes). Thedefault value is
4MB.

-Sfile  Writes status monitoring information in the supplied filéhis is used internally by StorNext and
the format of this file may change.

SEE ALSO
cvadmin(1)
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NAME
sndpscfg — StorNext File System Proxy Server Configuration Utility
SYNOPSIS
sndpscfg -e
sndpscfg -EFsName
sndpscfg -a
DESCRIPTION
The StorNext File System (SNF§)dpscfgcommand is a utility used to generate and modify SNFS Proxy
Sener configuration files on Linux system@OTE: to view and adjust the Proxy Server settings omW
dows systems, use the LAN Client/Gasg tab in the Client Configuration tool instead.)
SYNTAX

The -e option is used to edit the deiit dpserver configuration file. If no defult dpserver file exists, a
template file will be generated. The template file contains commented-out entries for each ofdhe netw

interfaces on the system, and commented-out entries for each of the tunable parameters, speaifiting def
values.

The -E FsNameoption is used to edit the file-system-spedifiiserver configuration file for the specified
file system. As withe, a emplate file will be generated if no file-system-spedifiserver file exists.
The-a option is used to print a templaipserver configuration file to standard output.

FILES
lusr/cvfs/config/dpserver
lusr/cvfs/config/dpservésName

SEE ALSO
mount_cvfq1), dpserver(4)
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NAME
snfs.cfg — StorNext File System Configuration File

SYNOPSIS
This page describes the old File System configuration file format, used prior to StorNext 4.0.

A file system name is associated to its configuration file by the fikfix. For example, if the file system
were namegbrojecta, then its configuration file would Wasr/cvfs/config/projecta.cfgThere may be mul-
tiple file systems simultaneously mounted, with an FSM program running for eaghféettystem.Con-
figuration files must reside on the same system as the FSM processes that use them.

DEPRECATED
This format has been deprecated avd of the cfgx format on all platformsxeept Wndows - see
snfs.cfgx5) for details on the meformat.

SYNTAX
Each configuration file has\seal section headers and section bodies. A section header is enclosed by
square brackets as follows:

[ Keyword Name ]
A section body is the non-bracketed lines of configuration between section headers.

Every configuration file begins with@lobal section body; &lobal section header is implied. In addition
to the implicity namedGlobal section, other section-headegylord values areDiskType, Disk and
StripeGroup. Section-headerdywords are case insensi

Section names consist of case-sevssigtters, numbers, underscores (_), and dashes (-).

Each line of a section body has the following syntax:

Keyword Value
Section-body &yword names are section dependent as described.belo

Section-body values can be a numimame or ap combination of characters enclosed by double quotes
(M- A number can be in octal, decimal orxhdecimal. Octahumbers are represented by prefixing the
number withO, and hexadecimal numbers are represented by prefixing the numb@&xwith

A suffix of m or M indicates amega multiplier, which is 2°20 = 1,048,576For example the alue 3M
results in an integer value of 3,145,728.

Falowing is the list of case-insensiéi nultiplier suffixes:

Suffix Name Multiplier

K kilo 1,024

M rega 1,048,576

G gga  1,073,741,824

T tera  1,099,511,627,776

In some cases of specifying disk space, a suffix changes the meaning of the parametaber alone
implies blocks while a number with a Sufimplies bytes. Fdlowing are the &ywords configured in
blocks by default, or bytes when a multiplier suffix is used:

InodeExpandMin
InodeExpandinc
InodeExpandMax
InodeStripeWidth
PerfectFitSize
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StripeAlignSize
StripeBreadth

Comments start gwhere a pound sigrff occurs, and continue to the end of that line. The following are
valid comment strings:

# This is a comment line

# Text after and including a # sign on any line is ignored.

# V VVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVVV VY
FsBlockSize 4k # The file system block size is 4096 bytes.

SECTIONS SUMMARY
The configuration file has four section types that are delimited by squaretecslection-header lines as
described abee. The first section type is th®lobal section, which does not¥aa gction-header linelt
occurs only once, at the start of the file, and ends with the first bracketed section-header line. The Global
section defines configuration attributes that affect table sizes, file system caches and perfaotoaaderf
the file system.

The remaining sections abeskTypes Disk andStripeGroup. These may occur gmumber of times and
in ary order.

EachDiskTypes section defines an instance of a valid disk typkis is simply a category of disk dee
and the disk device’sze in sectors.

The Disk section describes individual disk devices that are configured in the file system. The name of the
disk device must be placed in the volume header label wsiladpel(1). Thisis how the disk deices
become associated with &NFSdisk name.

The StripeGroup section describes a group Dfsk entities that comprise a stripe group. One or more
stripe groups describe the entire file systefrstripe group is the smallest entity that can be manipulated
by administration commands, suchcaadmin(1). Ewen though disk deces may be brought up orwio,

this has the &ct of upping or downing the entire stripe groufhe StripeGroup can be either read or
write disabled. The stripe group is still up, but one or more of the related gisks are disabled. When

a dripe group is write disabled, no further allocations are permitted on the group.

NOTE Seveal releases ago, theregva section calledediaType that definedAffinity names before tlye
were used in &tripeGroup section. Affinities no longer need to be defined separately from the
StripeGroup, and if upgrading from a file system that used MediaType section, it must be reraed or

it will cause parser errors.

DEFAULT G LOBAL VALUES
The following defaults, minimums, and maximums arevadid for modifiable globalariables. NOTE:the
Default Value is in effect when the global variable is absent from the configuratiorGfiggmhical user
interfaces and command-line tools such as sncfgedit may create configuration files containing afliebals v
ables with initial values that differ from the Default Value belo

Variable Name Default Value Min. Value Max Value
ABMFreeLimit NO NO YES
AllocationStrategy Round Round, Fill, Balance
AllocSessionReservation Deprecated

AllocSessionReservationSize 0 128M 1048576M
BrIResyncTimeOQutt 20 0 60
BufferCacheSizet 32M 128k 8G
BufferPoolSize Deprecated

CvRootDirt " valid dir with < 1024 chars
DataMigration NO NO YES
DataMigrationThreadPoolSize 128 1 OXFFFFFFFF
Debug 0 0 OXFFFFFFFF
DirCacheSize Deprecated
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DirFDCacheSize Deprecated
Dirwarp YES
EventFilest YES
EventFileDirt special
ExtentCountThreshold 49152
FileLocks NO
ForcePerfectFitt NO
ForceStripeAlignment Deprecated
FsBlockSize 4K
FsCapacityThreshold 0
FSMRealtime NO
FSMMemlock NO
GlobalShareMode NO
GlobalSuperUser NO
InodeCacheSize 32K
InodeDeleteMax special
InodeExpandinc® 0
InodeExpandMax® 0
InodeExpandMin® 0
InodeStripeWidth 0
loHangLimitSecs Deprecated
JournallcBufNum Deprecated
JournallcBufSize Deprecated
JournalSize 4aM
MaxConnections 10
MaxLogSize 1M
MaxMBPerClientReserve Deprecated
Mbufs Deprecated
MbufSize Deprecated
OpHangLimitSecs 180
PerfectFitSize 8
Quotas NO
QuotaHistoryDays 7
ReaddirForcedVersion Deprecated
RemoteNotification NO
ReservedSpace YES
RestoreJournalt NO
RestoreJournalDirt special
RestoreJournalMaxMBt 0
RestoreJournalMaxHourst 0
Staticlnodes Deprecated
StripeAlignSize -1
ThreadPoolSize 16
TrimOnCloset 0
UnixDirectoryCreationModeOnWindows 0755
UnixFileCreationModeOnWindows 0644
UnixldFabricationOnWindows *
UnixNobodyGidOnWindows 60001
UnixNobodyUidOnWindows 60001
UseActiveDirectorySFU YES
WindowsSecurity NO

XSan Only Variables
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valid dir with < 1024 chars

valid dir with < 1024 chars

0

NO

NO YES
NO YES
0 0x1FFFC00
NO YES
NO YES
4K 512K
0 100
NO YES
NO YES
NO YES
NO YES
4K 512K
10 OXFFFFFFFF
1 32767
1 32768
1 32768
0 1099511627776

64k 512M
2 65791
1M OXFFFFFFFF
0 OXFFFFFFFF
1 32768
NO YES
0 3650
NO YES
NO YES
NO YES
0 168
102400

-1 OXFFFFFFFF
16 OXFFFFFFFF

0 (2°64)-1
0 0777
0 0777

YES

0 0Xx7FFFFFFF
0 0Xx7FFFFFFF
NO YES
NO YES
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EnforceACLs NO NO YES
EnableSpotlight NO NO YES

* -- UnixldFabricationOnWindows default value is YES on Xsan and NO for all other platforms.
T NOTE Not intended for general use. Only use when recommended by Quantum Support.
° NOTE: Deprecated and will no longer be valid in a future release

DEPRECATED GLOBAL OPTIONS
The following global options & been deprecated

* AllocSessionReseation <Yes|No>

The AllocSessionReseration parameter has been replaced by AllecSessionResesationSize parame-
ter. The old parameter is supported but will be eliminated in a future release.

» BufferPoolSize<value>

The BufferPoolSizeoption was used to change the number of async write quetkenithreads that were
created to process asynchronous buffer cache writes. This value @éways set to 4.

* DirCacheSize<value>

The DirCacheSizeoption was used to set the size of the clierdtectory cache. This option has been
superseded by the buffercache.

» DirFDCacheSize<value>

The DirFDCacheSizeoption was used to set the size of the clierdrectory file descriptor cache. This
option has been superseded by the buffercache.

* ForceStripeAlignment <Yes|No>

The ForceStripeAlignment option was used to force the strict alignment of the start of the file system to a
stripe width boundaryend affected the way the file systenasviaid out atvmkfs(1) time. All new file
systems are mocreated withForceStripeAlignment on, but older file systems that hiaorceStripeAlign-

ment off at create time will continue to function properly.

NOTE If cvmkfs(1) is run on a file system configuration file that ResceStripeAlignment set, a varn-
ing will be displayed because the option has no effect.

* loHangLimitSecs <value>

This variable defined the threshold forvihdong an 1/O is determined to be 'hung’ by the FSM program.
When the FSM program detected 1/O hang it will stegcetion in order to initiatedilover to backup sys-
tem. Thisis nov superseded bPpHangLimitSecs

e JournallCBufNum <value>

TheJournallCBufNum option defined the number of in-core journaffers to createThis is nav aways
set to 2.

* JournallCBufSize <value>

The JournallCBufSize option defined the size of the in-core Journal Buffiis is nav aways set to 32k
* MaxMBPerClientReserve <value>

The MaxMBPerClientReserve option has been superseded byResevedSpaceoption.

The MaxMBPerClientReserve variable defined the maximum number ofgdaytes the meta-data serv
should grant an SNFS client for delayed allocation. The default was 100.

This value multiplied by MaxConnections - Jasvreserved by the meta- data server in each stripe group
that can contain datarhis was done so that clients could delay allocation andyalbe able to obtain
space for data,ven ecross meta-data server restarfhis delay of allocation was only done on clients for
buffer cache writes.
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A value of 0 turned dfdelayed allocations, significantly reducedffer cache performance on clients, and
allowed nearly all of the disk space to be used.

» MBufs <Yes|No>

TheMBufs option was used to set the number of messatfjerb in the FSM message queues. This i8 no
always set to 32.

» MBufSize <value>
The MBuUfSize option was used to set the maximum size of a message. blifieris nav always set to 4k.
» OpHangLimitSecs<value>

This variable defines the threshold (in seconds) for processing aidiradioperation by th&SM server
daemon. Whethe threshold is exceeded th8M sener daemon is aborted to initiatglbver to a sandby
server Note, this is typically triggered by a faulty or underperforming metadata device cd&Smg
sener operations to hang oxexute very slee. The deéult value is 180 seconds. This variable can be
adjusted to a higher value tocdd unnecessaryaflovers or reduced to a\eer value to initiate aafster
failover. It can be set to zero to completely disable monitoring.

» ReadDirForcedVersion<Value>
The ReadDirForcedVersion enabled a modified directory search algorithm for older file systems. This is
no longer needed and isnalys off.

« Staticlnodes<Yes|No>

The Staticlnodesoption was used to set the number of inodes in the file systewmafs(1) time. Inodes
are alvays dynamically created mo

DISKTYPE SECTION
Fdlowing is the format for ®iskType section:

[DiskType <name>]
Sectors<sectors_per_disk>

SectorSize<sector_size>

DISK SECTION
TheDisk section syntax is as follows:

[Disk <name>]
Status<UP | DOWN>

Type <disktype_name>

STRIPEGROUP SECTION
The StripeGroup section format is as follows:

[StripeGroup <name>]
Status<UP | DOWN>
Exclusive <Yes | No>
Metadata <Yes | No>

Journal <Yes | No>
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Affinity <eight_character_string>
[ Zero or more affinity entries are allowed ]

Read<Enabled | Disabled>

Write <Enabled | Disabled>

StripeBreadth <number_of_blocks_per_disk>
MultiPathMethod <Rotate|Static|Sticky|Balance|Cycle>

Node<disk_name> <stripe_group_unit_number>
[ One Node per disk in stripe group ]

* Status
If Up, the stripe group isvailable, if Down it is not.

* StripeBreadth
Describes the number of file system blocks or bytes that are appended to a file before switchingto the ne
disk in the group. When thealue is specified without a multiplier suffix, it is a number of file system
blocks. Wherspecified with a multiplieiit is bytes.

* Metadata
If Yes, this stripe group contains metadataNd4, it does not.

* Journal
If Yes, this stripe group contains the journ#i.No, it does not. Only one stripe group may contain a-jour
nal per file system.

* Exclusive
When theExclusive variable is set torES on a stripe group that hadetadata or Journal set to YES, no
userdata may reside on that stripe group.

When theExclusive variable is set t&/ES on a stripe group that does novéather Metadata or Journal

set toeYES, and does hee Affinity values declared, only thaffinities declared in itsStripeGroup sec-

tion are allowed to reside on this stripe group. This may be preferable for high-bandwidth applications.
BecauseExclusiveis used in tw ways, a stripe group cannotveatoth exclusive Affinity declarations and
metadata.

The Exclusive helps to optimize disk striping strgies. For example, in a broadcast video application, an
NTSC field is blocked out at 352,256 bytes per field. The optimal and required stripe breadth for a 525 line
(NTSC broadcast) stripe group isavields (a frame), or 43, 16k file system blockiowever, a &5 line

(PAL broadcast) stripe group uses 417,792 bytes per field, and the optimal stripe breadth is 51, 16k file sys-
tem blocks per disk. In order for allocation to work in a mixed mode environment, it is necessamy to ha
one stripe group set up for 525 (NTSC) and another set up for BR%h (Beethe configuration filexam-

ple belav to e two gdripe groups, each configured optimally for NTSC and PAL modes.

* Affinity
In conjunction with theExclusive variable, theAffinity variable helps the FSM determine what type of
allocation may occur on a stripe group. WHextlusive is YES, only files with matchingAffinity values
can be allocatedWhenExclusive is NO, it is possible that other file types would be allocated on the stripe
group. This could ha fragmenting effectsver time and gentually cause high-bandwidth performance
problems. lis recommended that stripe groups aneldped to be specialized for each file type used.

The Affinity value can be anstring of 8 characters or less.

* Rtios
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TheRtios variable defines the maximum number of disk I/O operations per second (I@iét)la to real-

time applications for the stripe group using @gality of Service (QoS)API. If bothRtios andRtmb are

set to0 (the de&ult value), QoS is disabled. If botiRtios andRtmb are defined, the smaller value (after
Rtmb is corverted to 10s/s internally) is used. This value should be obtained by real measurement using 10
benchmark tool.

* RtiosResewe
The RtiosResewe variable defines the minimum number of disk 1/O operations per secondeagéderv
non-realtime applications when realtime operationgH®en enabled using th@oS API. This preents
non-realtime clients from 10 starvation. If bdRtiosResere and RtmbReserwe are set td (the deéult
value), the actual bandwidth reserved is 1MB/s yeaing to 10/s), at least 1 10/s is resedv If both
parameters are defined, the smallalug RtmbResewe is corverted to 10s/s internally) is used. This
value should not be greater thRtios or Rtmb (after being coverted to 10s/s).

* Rtmb
The Rtmb variable defines the maximum number of MBs per secwomaitbhle to real-time applications for
the stripe group using th@oS API. Internally the bandwidth is ceerted to 10s/s based on the size of a
well-formed 1/Os, i.e. the size of a stripe width. If b&tios and Rtmb are set td (the default alue),
QoSis disabled. If both are defined, the smaller vaRenpResewe is corverted to 10s/s internally) is
used. This &lue should be obtained through real measurement using 1/0O benchmark tools. Note: since the
system uses 10s/s internally to throttle I/Os, it is recommended to spoity only if all I/Os are well
formed. Otherwise, the ceersion between MB/s and 10s/s using well-formed 10s could lead t®&-une
pected results.

* RtmbResene
The RtmbResewe variable defines the minimum number of MBs per second redefar non-realtime
applications when realtime operations/édeen enabled using th@oS API. This preents non-realtime
clients from IO starvation. Internally this parameter isvetted to I0s/s based on the size of a well-formed
1O. If both RtiosResere andRtmbReselve are set td (the default value), the actual bandwidth resdrv
is 1MB/s (cowerting to 10s/s), at least 1 10/s is reserved. If both parameters are defined, the shadler v
(RtmbResewe is corverted to 10s/s internally) is used. This value should not be greater thaaltieeof
Rtmb.

* RtTokenTimeout
The RtTokenTimeout variable defines the number of seconds for M sener to wait for clients to
respond to &oStoken callback before timeout. If this parameter is not set or it is set to 0, thdtdefue
is 1.5 (seconds). This value may need to be changed for a SAN that has a mixture of client machine types
(Linux, Windows, IRIX, etc.) that all hae dfferent TCP/IP characteristics. Also,darnumbers of clients
(greater than 32) may also require increasing the value of this parameter.

EXAMPLE CONFIGURATION FILE
The following is an example of a fairly compl&NFS file system that supports multiple broadcast
video/audio file formats, sen dripe groups and eighteen diskwds. This file system is set up to support
both 525 and 625 real-time broadcast formats.

StorNext File System Configuration File Example

Names can be of [A-Z][a-Z][0-9] hyphen (-) and a under-bar ()

Other things, like user defined strings and pathnames must be enclosed
by double quotes (*).

The comment character (#) may start anywhere and persists to the end
of I ine.

HHHHHHHHH R
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#

# * kkkkkkkkkkkkkkkhkhhhhkkkkkhkkkkkkkkkkhhhhhhkkkkkkkkkkkkkhkhkhhhkhkkhkkkkkkkkhixkx

# A global section for defining file system-wide parameters.

#

# For Explanations of Values in this file see the following:

#

# UNIX Users: man snfs_config

#

# Wndows Users: Start > Programs >

# StorNext File System > Help >

# Configuration File Format

Z * kkkkkkkkkkkkkkkhhhkhkkkkkkkkkkkkkkkhhhhhkkkkhkkkkkkkkkhhhhhhhhkkhkkkkkkkkkhixkx
ABMFreeLimit No

AllocationStrategy Round

# BufferCacheSize 64M # Default is 32MB

DataMigration No # SNMS Managed File Systems Only
# DataMigrationThreadPoolSize 128 # Default is 128 (Managed only)

Debug 0x0

FileLocks No

FsBlockSize 16K

GlobalSuperUser Yes # Setto Yes for SNMS Managed File Systems
InodeCacheSize 16K # 800-1000 bytes each, default 32K
InodeExpandMin 32K

InodeExpandinc 128K

InodeExpandMax 8M

JournalSize 16M

MaxConnections 32

# ReservedSpace Yes # NO: Slows small I/0Os. Causes fragmentation.
MaxLogs 4

MaxLogSize 16M

OpHangLimitSecs 300 # Default is 180 secs

Quotas No

QuotaHistoryDays 7

ThreadPoolSize 32 # Default is 16, 512 KB memory per thread
UnixDirectoryCreationModeOnWindows 0755
UnixFileCreationModeOnWindows 0644

UnixldFabricationOnWindows No

UnixNobodyGidOnWindows 60001
UnixNobodyUidOnWindows 60001
WindowsSecurity Yes

# * kkkkkkkkkkkkkkkhkkhkkkkkkkkkhkkkhkkkkkkhhkkkhkkkkkkkkkkhkkkhkkkkkkhhkkkhkkkkkkkk

# A disktype section for defining disk hardware parameters.

# * kkkkkkkkkkkkkkhhhhhkkkkkkkkkkkkkkhhhhhhhhkkkkkkkkkkkhhhhhhhhkkhkkkkkikkhixkx

[DiskType MetaDrive] ##1+1 Raid 1 Mirrored Pair##

Sectors 99999999 ## Sectors Per Disk From Command "cvlabel -I" ##
SectorSize 512

[DiskType JournalDrive] ##1+1 Raid 1 Mirrored Pair##

Sectors 99999999 ## Sectors Per Disk From Command "cvlabel -I" ##
SectorSize 512
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[DiskType VideoDrive] ##8+1 Raid 5 LUN for Video##
Sectors 99999999 ## Sectors Per Disk From Command "cvlabel -I" ##
SectorSize 512

[DiskType AudioDrive] ##4+1 Raid 3 LUN for Audio##
Sectors 99999999 ## Sectors Per Disk From Command "cvlabel -I" ##
SectorSize 512

[DiskType DataDrive] ##4+1 Raid 5 LUN for Regular Data##
Sectors 99999999 ## Sectors Per Disk From Command "cvlabel -I" ##
SectorSize 512

# * kkkkkkkkkkkkkkkhkhkkkhkkkkkkkkkhkkkhkkkkkkhhkkhkkkkkkkkkkhkkkhkkkkkkhkkkkhkkkkkkkk

# A disk section for defining disks in the hardware configuration.
# * kkkkkkkkkkkkkkhhkhhkkkkkkkkkkkhkkkhhhhhhkkkkhkkkkkkhkkkkhhhhhhhkkhkkkkkkkkkhixkx

[Disk CvfsDisk0]
Status UP
Type MetaDrive

[Disk CvfsDisk1]
Status UP
Type JournalDrive

[Disk CvfsDisk2]
Status UP
Type VideoDrive

[Disk CvfsDisk3]
Status UP
Type VideoDrive

[Disk CvfsDisk4]
Status UP
Type VideoDrive

[Disk CvfsDisk5]
Status UP
Type VideoDrive

[Disk CvfsDisk6]
Status UP
Type VideoDrive

[Disk CvfsDisk7]
Status UP
Type VideoDrive

[Disk CvfsDisk8]

Status UP
Type VideoDrive
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[Disk CvfsDisk9]
Status UP
Type VideoDrive

[Disk CvfsDisk10]
Status UP
Type AudioDrive

[Disk CvfsDisk11]
Status UP
Type AudioDrive

[Disk CvfsDisk12]
Status UP
Type AudioDrive

[Disk CvfsDisk13]
Status UP
Type AudioDrive

[Disk CvfsDisk14]
Status UP
Type DataDrive

[Disk CvfsDisk15]
Status UP
Type DataDrive

[Disk CvfsDisk16]
Status UP
Type DataDrive

[Disk CvfsDisk17]
Status UP
Type DataDrive

# * kkkkkkkkkkkkkkkkhkkkhkkkkkhkkkkhkkkkkkkkkkhhkkhkkkkkkkkkkhkkkhkkkkkkhkkkkhkkkkkkkk

# A stripe section for defining stripe groups.
# * kkkkkkkkkkkkkkkhhkhhkkkkkkkkkkkkkkhhhhhhkkkkkkkkkkkkkkhhhhhhhkkhkkkkkikkiixkx

[StripeGroup MetaFiles]
Status UP

MetaData Yes

Journal No

Exclusive Yes

Read Enabled

Write Enabled
StripeBreadth 256K
MultiPathMethod Rotate
Node CvfsDisk0 O
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[StripeGroup JournFiles]
Status UP

Journal Yes

MetaData No

Exclusive Yes

Read Enabled

Write Enabled
StripeBreadth 256K
MultiPathMethod Rotate
Node CvfsDiskl 0

[StripeGroup NTSCFiles]
Status UP

Exclusive Yes

Affinity NTSC

Read Enabled

Write Enabled
StripeBreadth 688k
MultiPathMethod Rotate
Node CvfsDisk2 0

Node CvfsDisk3 1

Node CvfsDisk4 2

Node CvfsDisk5 3

[StripeGroup PALFiles]
Status UP
Exclusive Yes
Affinity PAL

Read Enabled
Write Enabled
StripeBreadth 816k
Node CvfsDisk6 4
Node CvfsDisk7 5
Node CvfsDisk8 6
Node CvfsDisk9 7

SNFS.CFG(5)

##Exclusive StripeGroup for Video Files Only##
##8 character limit##

## NTSC frame size

##Exclusive StripeGroup for Video Files Only##
##8 character limit##

## PAL frame size

## CCIR-601 525 Audio is read/written in 65536 byte blocks

[StripeGroup AudioFiles1]

Status UP
Exclusive Yes

##Exclusive StripeGroup for Audio File Only##

Affinity NTSCAud  ##8 character limit##

Read Enabled

Write Enabled
StripeBreadth 64k
MultiPathMethod Rotate
Node CvfsDisk10 0
Node CvfsDisk11 1

## CCIR-601 625 Audio is read/written in 61440 byte blocks
## We put 4 blocks per stripe so that it's divisible by 16k fs block size
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[StripeGroup AudioFiles2]

Status UP
Exclusive Yes ##Exclusive StripeGroup for Audio File Only##
Affinity PALAud ##8 character limit##

Read Enabled
Write Enabled
StripeBreadth 240k
Node CvfsDisk12 2
Node CvfsDisk13 3

[StripeGroup RegularFiles]
Status UP

Exclusive No ##Non-Exclusive StripeGroup for all Files##
Read Enabled

Write Enabled
StripeBreadth 256K
MultiPathMethod Rotate
Node CvfsDisk14 0

Node CvfsDisk15 1

Node CvfsDisk16 2

Node CvfsDisk17 3

#
# End
#

FILES
lusr/cvfs/config/*.cfg
lusr/cvfs/data/<fsname>/config_history/*.cf{§.IMESTAMP>

SEE ALSO
snfs_config5), snfs.cfgx5)
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NAME
snfs.cfgx — StorNext File System Configuration File

SYNOPSIS
This page describes the XML-format file system configuration file first introduced in StorNext 4.0 (the con-
figDoc element will hee a vesion attribute of "1.0").It is an XML 1.0 compliant format, and is hierarchi-
cal in nature. All elements and attributes are case-sensiti

Seesnfs_configb) for details and descriptions of specific fields in this file and for a more gevendbw
of file system configuration.

Seesncfgedif1) for the best way to edit a configuration file from the commandline.

A file system name is associated to its configuration file by the fikfix. For example, if the file system
were nameddrojecta, then its configuration file would bfisr/cvfs/config/projecta.cfgxThere may be
multiple file systems simultaneously mounted, with an FSM program running for eaehféetsystem.

Configuration files must reside on the same system as the FSM processes that use them.

ELEMENTS
The following describes the elements in hierarchical depth-first.o8#er EXAMPLE CONFIGURAION
FILE to see all the elements together.

configDoc
The main element of the config iscanfigDoc This sets up the XML namespace via #meinsattribute
and specifies theevsion of the configuration format via thersionattribute. TheconfigDoc contains all
configuration information for the StorNext File System described by the file.

* xmins
Setup the xml namespace. If this is set to "snfs", no additional work is required. If it is sethfslik

xmins:snfs="http://www.quantum.com/snfs"

each element in the document must be prefixed with "snfs:" to explicitly add them to the snfs namespace.

e version
The format ersion. Currentlynust be "1.0".

Currently the only element theonfigDoccontains is a singleonfig element.

config
Eachconfig element contains onglobals element, onaliskTypes element, and onstripeGroups ele-
ment. Italso contains the following attributes:

« config\ersion
A generation number for the configuration file. This typically increases byvene téame a changeder-
sion of the configuration is written to disk.

» flsMade
Not used in this release

* requestType
Not used in this release

* name
A string denoting the name of the file system

» fsBlockSize
The blocksize of the file system. The default value is 16384.

* journalSize
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The size of the file systemjournal. Mustbe at least 1024 times larger than the fsBlockSize.

globals
Theglobalselement contains all global variable elements.

The following table lists the globals, their default values, and the valid range of values for each:

Variable Name Default Value Min. Value Max Value
abmFreeLimit false false true
allocationStrategy round round, fill, balance
allocSessionReservation Deprecated

allocSessionReservationSize 0 134217728 1099511627776
fileLockResyncTimeOutt 20 0 60
bufferCacheSizet 32M 128k 8G
cvRootDirt A valid dir with < 1024 chars
dataMigrationThreadPoolSize 128 1 FFFFFFFF
debug 00000000 00000000 FFFFFFFF
dirWarp true false true
eventFilest true false true
eventFileDirt special valid dir with < 1024 chars
extentCountThreshold 49152 0 Ox1FFFCO00
filelocks false false true
forcePerfectFitt false false true
fsCapacityThreshold 0 0 100
fsmRealTime false false true
fsmMemlock false false true
globalShareMode false false true
globalSuperUser false false true
haFsType HaUnmonitored (values in snfs_config(5))
inodeCacheSize 32768 4096 524288
inodeDeleteMax special 10 OXFFFFFFFF
inodeExpandinc® 0 1 17179869184
inodeExpandMax® 0 1 17179869184
inodeExpandMin® 0 1 17179869184
inodeStripeWidth 0 0 1099511627776
maxConnections 10 2 65791
maxLogSize 1048576 1048576 OXFFFFFFFF
opHangLimitSecs 180 0 OXFFFFFFFF
perfectFitSize 131072 4096 17179869184
guotas false false true
guotaHistoryDays 7 0 3650
remoteNotification false false true
reservedSpace true false true
restoreJournalt false false true
restoreJournalDirt special valid dir with < 1024 chars
restoreJournalMaxMB 0 0 168
restoreJournalMaxHourst 0 0 102400
storageManager false false true
stripeAlignSize -1 -1 OxFFFFFFFF
threadPoolSize 16 16 OXFFFFFFFF
trimOnCloset 0 0 (2°64)-1
unixDirectoryCreationModeOnWindows 0755 0 0777
unixFileCreationModeOnWindows 0644 0 0777
unixldFabricationOnWindows * false true
unixNobodyGidOnWindows 60001 0 OX7FFFFFFF
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unixNobodyUidOnWindows 60001 0 OX7FFFFFFF
useActiveDirectorySFU true false true
windowsSecurity true false true

XSan Only Variables

enforceACLs false false true
enableSpotlight false false true

* -- UnixldFabricationOnWindows default value is YES on Xsan and NO for all other platforms.
T NOTE Not intended for general use. Only use when recommended by Quantum Support.

° NOTE: Deprecated and will no longer be valid in a future release

Deprecated global options

The following global option has been deprecated:

The AllocSessionReseration parameter has been replaced by AllecSessionResesationSize parame-
ter. The old parameter is supported but will be eliminated in a future release.

diskTypes
ThediskTypeselement contains one or matiskType elements.

diskType
ThediskType element defines a single disk type. It has three attributes:

* typeName
The name by which this disk type will be referenced in subsedlisinélements

* sectors
The number of sectors this disk type contains

* sectorSize
The size of each sector for this disk type
Put together it looks l#this:

<diskType typeName="MetaDrive" sectors="99999999" sectorSize="512"/>

stripeGroups
The sstripeGroups element contains one or matipeGroup elements.

stripeGroup
The stripeGroup element contains a stripe group definitioh.stripegroup element contains an optional
affinities element and one or modésk elements. Ialso has seral attributes associated with it:

* index
A non-nayative integer denoting the order of the stripe group within the file system.

* name
A string containing the name of the stripe group

* status
up or down

* metadata
true if the stripe group contains metaddtdse otherwise.
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e journal
true if the stripe group contains the journfd|se otherwise. Onlyone stripe group per file system may
contain a journal.

* userdata
true if the stripe group contains userddtdse otherwise.

* stripeBreadth
The number of bytes to write to each disk in the stripe group before moving to the next disk.

» multipathMethod
One of the following multipath methods: rotate|static|sticky|balance|cycle

* read
true or false

* write
true to enable n& alocations to the stripe group, falseto disable allocations.

* realTimelOs
Maximum number of 1/O operations per secowdilable to real-time applications for the stripe group
using theQuality of Service (Q0S)API.

* realTimelOsReserve
I/Os that should be reserved for applications not using the QoS API.

* realTimeMB
Maximum number of MBs per secondadable to real-time applications for the stripe group using3b8
API.

* realTimeMBReserve
MBs per second that should be reserved for applications not using the QoS API.

* realTimeTokenTimeout
A non-neaive integer indicating the number of seconds for B&M sener to wait for clients to respond
to aQoStoken callback before timeout.

A stripegroup element looks kkthe following:

<stripeGroup index="0" name="MyStripeGroup" status="up" stripeBreadth="4194304" read="true" write="true
</stripeGroup>
affinities
The affinities element is only valid in stripe groups thavbaiserdata"true". It contains one or more
affinity elements. Ihas one attribute.

*» extclusive
If exclusiveis true, only files that hae the affinities defined for the stripe group associated with them will
be allocated in the stripe grouff. exclusiveis false, file with the associated affinities will be steered to this
stripe group but other files may be allocated in this stripe group as well.

affinity
The affinity element defines an affinity to be associated with the stripe group. An affinity is a sequence of
up to 8 characters. Archaracters past 8 will be truncated.

For example:

StorNext File System July 2013 123



snfs.cfgx(5) snfs.cfgx(5)

<affinity>MyAff1</affinity>

disk
A disk element defines a disk to use in the stripe group. It contains the following attributes:
* index
Defines the order within the stripe group. Cannot be changed after the file system is made.
* diskLabel
The label of the disk. Sewlabel(1) for details on he to create labels.
* diskType
The name of a defined disk type
* ordinal
The global order of the disks in the file system configuration. Cannot be changed after the file system is
made.
For example:

<disk index="0" diskLabel="CvfsDisk2" diskType="VideoDrive" ordinal="0"/>

EXAMPLE CONFIGURATION FILE

<?xml version="1.0" encoding="UTF-8"?> <configDoc xmlns="http://www.quantum.com/sn&* v

sion="1.0">

<config config\Version="0" nhame="example" fsBlockSize="16384" journalSize="16777216">
<globals>
<abmFreeLimit>false</abmFreeLimit>
<allocationStrategy>round</allocationStrategy>
<haFsType>HaUnmonitored</haFsType>
<bufferCacheSize>33554432</bufferCacheSize>
<cvRootDir>/</cvRootDir>
<storageManager>false</storageManager>
<dataMigrationThreadPoolSize>128</dataMigrationThreadPoolSize>
<debug>00000000</debug>
<dirWarp>true</dirWarp>
<extentCountThreshold>49152</extentCountThreshold>
<enableSpotlight>false</enableSpotlight>
<enforceAcls>false</enforceAcls>
<fileLocks>false</fileLocks>
<fileLockResyncTimeOut>20</fileLockResyncTimeOut>
<forcePerfectFit>false</forcePerfectFit>
<fsCapacityThreshold>0</fsCapacity Threshold>
<globalSuperUser>true</globalSuperUser>
<inodeCacheSize>32768</inodeCacheSize>
<inodeExpandMin>0</inodeExpandMin>
<inodeExpandinc>0</inodeExpandinc>
<inodeExpandMax>0</inodeExpandMax>
<inodeDeleteMax>0</inodeDeleteMax>
<inodeStripeWidth>0</inodeStripeWidth>
<maxConnections>32</maxConnections>
<maxLogs>4</maxLogs>
<remoteNotification>false</remoteNotification>
<reservedSpace>true</reservedSpace>
<fsmRealTime>false</fsmRealTime>
<fsmMemLocked>false</fsmMemLocked>
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<opHangLimitSecs>300</opHangLimitSecs>
<perfectFitSize>131072</perfectFitSize>
<quotas>false</quotas>
<quotaHistoryDays>7</quotaHistoryDays>
<restoreJournal>false</restoreJournal>
<restoreJournalDir></restoreJournalDir>
<restoreJournalMaxHours>0</restoreJournalMaxHours>
<restoreJournalMaxMb>0</restoreJournalMaxMb>
<stripeAlignSize>-1</stripeAlignSize>
<trimOnClose>0</trimOnClose>
<threadPoolSize>32</threadPoolSize>
<unixDirectoryCreationModeOnWindows>644</unixDirectoryCreationModeOnWindows>
<unixldFabricationOnWindows>false</unixldFabricationOnWindows>
<unixFileCreationModeOnWindows>755</unixFileCreationModeOnWindows>
<unixNobodyUidOnWindows>60001</unixNobodyUidOnWindows>
<unixNobodyGidOnWindows>60001</unixNobodyGidOnWindows>
<windowsSecurity>true</windowsSecurity>
<eventFiles>true</eentFiles>
<eventFileDir></eventFileDir>
<allocSessionReservationSize>0</allocSessionReservationSize>
</globals>
<diskTypes>
<diskType typeName="MetaDm" sectors="99999999" sectorSize="512"/>
<diskType typeName="JournalDg" sectors="99999999" sectorSize="512"/>
<diskType typeName="VideoDr¢" sectors="99999999" sectorSize="512"/>
<diskType typeName="AudioDr€" sectors="99999999" sectorSize="512"/>
<diskType typeName="Datalye" sectors="99999999" sectorSize="512"/>
</diskTypes>
<stripeGroups>
<stripeGroup index="0" name="MetaFiles" status="up" stripeBreadth="262144" read="true"
write="true" metadata="true" journal="false" userdata="false" realTimelOs="200" inealDsRe-
sene="1" realTimeMB="200" realimeMBResere="1" realimeTokenTmeout="0" multipath-
Method="rotate">
<disk index="0" diskLabel="CvfsDisk0" diskType="Metab&' ordinal="0"/>
</stripeGroup>
<stripeGroup index="1" name="JournFiles" status="up" stripeBreadth="262144" read="true"
write="true" metadata="false" journal="true" userdata="false" realTimelOs="0" irralDsReserve="0"
realTimeMB="0" realTimeMBReserve="0" realTimeTokenTimeout="0" multipathMethod="rotate">
<disk index="0" diskLabel="CvfsDisk1" diskType="Journaliz#| ordinal="1"/>
</stripeGroup>
<stripeGroup index="2" name="VideoFiles" status="up" stripeBreadth="4194304" read="true"
write="true" metadata="false" journal="false" userdata="true" realTimelOs="0" irralDsReserve="0"
realTimeMB="0" realTimeMBReserve="0" realTimeTokenTimeout="0" multipathMethod="rotate">
<affinities exclusie="true">
<affinity>Video</affinity>
</affinities>
<disk index="0" diskLabel="CvfsDisk2" diskType="Videobd' ordinal="2"/>
<disk index="1" diskLabel="CvfsDisk3" diskType="Videobd' ordinal="3"/>
<disk index="2" diskLabel="CvfsDisk4" diskType="Videobd' ordinal="4"/>
<disk index="3" diskLabel="CvfsDisk5" diskType="Videobd' ordinal="5"/>
<disk index="4" diskLabel="CvfsDisk6" diskType="Videobd' ordinal="6"/>
<disk index="5" diskLabel="CvfsDisk7" diskType="Videobd' ordinal="7"/>
<disk index="6" diskLabel="CvfsDisk8" diskType="Videobd' ordinal="8"/>
<disk index="7" diskLabel="CvfsDisk9" diskType="Videobd' ordinal="9"/>
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</stripeGroup>
<stripeGroup index="3" name="AudioFiles" status="up" stripeBreadth="1048576" read="true"
write="true" metadata="false" journal="false" userdata="true" realTimelOs="0" irralDsReserve="0"
realTimeMB="0" realTimeMBReserve="0" realTimeTokenTimeout="0" multipathMethod="rotate">
<affinities exclusie="true">
<affinity>Audio</affinity>
</affinities>
<disk index="0" diskLabel="CvfsDisk10" diskType="Audiobd' ordinal="10"/>
<disk index="1" diskLabel="CvfsDisk11" diskType="Audiobd' ordinal="11"/>
<disk index="2" diskLabel="CvfsDisk12" diskType="Audiod' ordinal="12"/>
<disk index="3" diskLabel="CvfsDisk13" diskType="Audiobd' ordinal="13"/>
</stripeGroup>
<stripeGroup index="4" name="RegularFiles" status="up" stripeBreadth="262144" read="true"
write="true" metadata="false" journal="false" userdata="true" realTimelOs="0" irralDsReserve="0"
realTimeMB="0" realTimeMBReserve="0" realTimeTokenTimeout="0" multipathMethod="rotate">
<disk index="0" diskLabel="CvfsDisk14" diskType="Dataixi ordinal="14"/>
<disk index="1" diskLabel="CvfsDisk15" diskType="Dataixi ordinal="15"/>
<disk index="2" diskLabel="CvfsDisk16" diskType="Dataixi ordinal="16"/>
<disk index="3" diskLabel="CvfsDisk17" diskType="Dataixi ordinal="17"/>
</stripeGroup>
</stripeGroups>
</config> </configDoc>

FILES
Jusr/cvfs/config/*.cfgx
lusr/cvfs/data/<fsname>/config_history/*.cfgtIMESTAMP>

SEE ALSO
snfs_configs), snfs.cfg5)
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snfs_config — StorNext File System Configuration File

SYNOPSIS

/usr/cvfs/config/*.cfgx

DESCRIPTION

The StorNext File System(SNFS configuration file describes to thgle System Manager(FSM) the
physical and logical layout of an individual file system.

FORMAT OPTIONS

There is a n@ XML format for the StorNext File System configuration file (sets.cfgx.§. Thisis sup-
ported on linux MDCs and is required when using the Storage Manager web-based GUI.

The old format (seenfs.cfg.§ used in preious versions is required onidovs MDCs, and is valid on
linux MDCs, but the Storage Manager GUI will not recognize it.

Linux MDCs will automatically hee their file system configuration files amnted to the ne& XML format
on upgrade. Old config files will be retained in thsr/cvfs/dateFsNaméconfig_historydirectory.

This manpage seeks to describe the configuration file in ge@rahat specific information can be found
in snfs.cfgx.5andsnfs.cfg.5

GLOBAL VARIABLES

The file system configuration has/aesl global variables that affect the size, function and performance of
the StorNext File System Manage(FSM). (TheFSM is the controlling program that tracks file alloca-
tion and consisteycacross the multiple clients thatweacess to the file system via a Storage Area Net-
work.) The following global variables can be modified.

* XML: abmFreeLimit <true/false>

Old: ABMFreeLimit <Yes|No>

The ABMFreeLimit variable instructs the FSM koto process the Allocation Bit Map. The defaultlve

of no causes the sofare to use a newer method for handling allocation bit map entries. Settirgube v
to yes regerts to the older method, causingupdatefq1) to fail when a bitmap fragmentation threshold is
exceeded. Whethat limit is exceeded, FSM memory usage and startup time maycbssee wnder the
older method.

* XML: allocSessionResemrtionSize <value>

Old: AllocSessionResemtionSize <value>

The Allocation Session Resaition feature allows a file system to benefit from optimized allocatiorvbeha
ior for certain rich media streaming applications, and potentially otbede@ads. Thdeature also focuses
on reducing free space fragmentation.

This feature is disabled by default.

An old, deprecated parametAtlocSessionResefation, when set to yes used a 1 GB segment size with no
rounding.

The nev parameterAllocSessionResesationSize, dlows you to specify the size this feature should use
when allocating ggments for a session. The value is expressed in bytes so a value of 1073741824 is 1 GB
and is a well testedalue. Thevalue must be a multiple of MBsThe XML file format must be in bytes.

The old configuration file format can use multipliers sucmdsr MBs org for GBs. If the multiplier is

omitted in the old configuration file, the value is interpreted as bytes as in the XML format.

A value of 0 is the defaulialue, which means the feature is turnefd ¥¥henenabled, the value can range
from 128 MB (134217728) to 1 TB (10995116277760he largest value would indicate segments are 1
TB in size, which is extremely lge.) Thefeature starts with the specified size and then may use rounding
to better handle userfrequests. SealsolnodeStripeWidth.

There are 3 session types: small, medium, age lafhetype is determined by the file offset and requested
allocation size. Small sessions are for sizetsébfallocation size) smaller than 1MB. Medium sessions
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are for sizes 1MB through 1/10th of tidlocSessionResarationSize Large sessions are sizes bigger
than medium.

Here is another way to think of these three types: small sessions colleggroreall small files into small
session chunks; medium sessions collect medium sized files by chunks using their parent directory; and
large files collect their own chunks and are allocated independently of other files.

All sessions are client specific. Multiple writers to the same directory ge fde on different clients will
use different sessions. Small files from different clients use different chunks by client.

Small sessions use a smaller chunk size than the configlimSessionReseftionSize The small
chunk size is determined by dividing the configured size byF82128 MB, the small chunk size is 4 MB.
For 1 GB, the small chunk size is 32 MBs.

Files can start using one session type and there mooanother session type. If a file starts in a medium
session and then becomes large, it "reserves” the remainder of the session chsnisibgvfor itself.Af-

ter a session is reserved for a file, & session segment will be allocated foyather medium files in that
directory.

When allocating subsequent pieces for a sessiopatbeotated around to other stripe groups that can hold
user data.This is done in a similar fashion loodeStripeWidth. The direction of rotation is determined
by a combination of the sessioaykand the ind& of the client in the client table. The sessi@y ks based

on the inode number so odd inodes will rotate in a different direction fremigodes. Directorwession
keys are based on the inode number of the parent directory.

If this capability is enabledstripeAlignSize is forced to 0.In fact, all stripe alignment requests are dis-
abled because thean cause clipping and can lead teese free-space fragmentation.

The oldAllocSessionResaration parameter is deprecated and replacedlmcSessionReserationSize.

If any of the following "special" allocation functions are detect#lihcSessionReserationSizeis turned
off for that allocationPerfectFit, MustFit, or Gapped files

When this feature is enabled AflocationStrategy is not set tdRound, it will be forced toRound.
* XML: allocationStrategy<strategy>
Old: AllocationStrategy <strategy>

The AllocationStrategy variable selects a method for allocatingwndisk file blocks in the file system.
There are three methods supportedund, Balance and Fill. These methods specify Wwpfor each file,

the allocator chooses an initial stripe group to allocate blocks from, antdhkaallocator chooses awe
stripe group when it cannot honor an allocation request from &dileent stripe group.

The default allocation strategy Round. Round means that when there are multiple stripe groups of simi-
lar classes (for example ongripe groups for nonxelusive data), the space allocator should alternate
(round robin) ne files through theailable stripe groupsSubsequent allocation requests foy ane file

are directed to the same stripe grolfpnsufficient space iswailable in that stripe group, the allocator will
choose the next stripe group that can honor the allocation request.

When the strategy iBalance the aailable blocks of each stripe group are analyzed, and the stripe group
with the most total free blocks is chosen. Subsequent requests for the same file are directed to the same
stripe group. If insufficient space igadlable in that stripe group, the allocator will choose the stripe group

with the most ®ailable space.

When the strategy Kill, the allocator will initially choose the stripe group that has the smallest free chunk
large enough to honor the initial allocation request. After that it will allocate from the same stripe group
until the stripe group cannot honor a requégte allocator then reselects a stripe group using the original
criteria.

If the Allocation Session Reservation feature is enabled, the strategy is foRRedra if configured oth-
erwise.

* XML: fileLockResyncTimeOut<value>
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Old: BRLResyncTimeout<value>

NOTE Not intended for general use. Only use when recommended by Quantum Support.
* XML: bufferCacheSize<value>

Old: BufferCacheSize<value>

NOTE Not intended for general use. Only use when recommended by Quantum Support.

This variable defines o much memory to use in the FSM program for general metadata information
caching. Themount of memory consumed is up to 2 times the value specified.

Increasing this value can imw® performance of manmetadata operations by performing a memory
cache access to directory blocks, inode info and other metadata info. This is about 10 - 10GGténes f
than performing 1/0.

* XML: cvRootDir <path>
Old: CvRootDir <path>
NOTE Not intended for general use. Only use when recommended by Quantum Support.

The CvRootDir variable specifies the directory in the Storéle system that will be mounted by clients.

The specified path is an absolute pathname of a directory that will become the root of the mounted file sys-
tem. The default value for theévRootDir path is the root of the file system, "/". This featurevalable

only with Quantum StorNext Appliance products.

* XML: storageManager<true|false>
Old: DataMigration <Yes|No>

The storageManager/DataMigration statement indicates if the file system is linked toSternext Stor-
age Manager which provides hierarchical storage management capabilities to a >&tbitesystem. Us-
ing theStornext Storage Managerequires separately licensed software.

* XML: DataMigrationThreadPoolSize<value>
Old:

The DataMigrationThreadPoolSize statement is used to tell ti&tornext Storage Managerhov many
threads to use for reading files from, and storing files to tertiary storage.

« XML: debug<debug_value>
Old: Debug<debug_value>

The Debug variable turns on debug functions for the FSM. The output is seriisiécvis/config/da-
ta/<file_system_name>/log/cvfs_loghese data may be useful when a problem occu@uantum Ech-
nical Support Analyst may ask for certain debug options to besdtiwhen the are trying to analyze a
file system or hardware problenThe following list shows which value turns on a specific debug trace.
Multiple debugging options may be selected by calculating the bitwise OR of the optbres Yo use as
debug_wlue. Outpufrom the debugging options is accumulated into a single file.

0x00000001 General Information

0x00000002 Sockets

0x00000004 Messages

0x00000008 Connections

0x00000010 File system (VFS) requests
0x00000020 File system file operations (VOPS)
0x00000040 Allocations

0x00000080 Inodes

0x00000100 Tokens

0x00000200 Directories
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0x00000400 Attributes

0x00000800 Bandwidth Management
0x00001000 Quotas

0x00002000 Administrative Tap Management
0x00004000 I/O

0x00008000 Data  Migration
0x00010000 B+Trees

0x00020000 Transactions
0x00040000 Journal Logging
0x00080000 Memory Management
0x00100000 QOS Realtime 10
0x00200000 External API
0x00400000 Windows  Security
0x00800000 RBtree

0x01000000 Once Only
0x02000000 Extended Buffers
0x04000000 Extended Directories
0x08000000 Queues

0x10000000 Extended Inodes
0x20000000 In-core binary trees
0x40000000 In-core allocation trees
0x80000000 Development debug

SNFS_CONFIG(5)

NOTE The performance of the file system is dramatically affected by turning on debugging traces.
o XML: dirWarp <true|false>
Old: DirWarp <Yes|No>

Enables a readdir optimization for pre-StorNext 3.0 file systems. Has no effect on file systems created on
StorNext 3.0 or newer.

* XML: enforceAcls<true|false>
Old: EnforceACLs <Yes|No>

Enables Access Control List enforcement on XSan cliedtsnon-XSan MDCs, WWdowsSecurity should
also be enabled for this feature to work with XSan clients.

* XML: enableSpotlight<true|false>
Old: EnableSpotlight<Yes|No>
Enable SpotLight indexing on XSan system
* XML: eventFiles <true|false>
Old: EventFiles<Yes|No>
NOTE Not intended for general use. Only use when recommended by Quantum Support.
Enables eent files processing for Data Migration
* XML: eventFileDir <path>
Old: EventFileDir <path>
NOTE Not intended for general use. Only use when recommended by Quantum Support.
Specifies the location to put Event Files
* XML: extentCountThreshold<value>
Old: ExtentCountThreshold <value>

When a file has this mgrextents, a RAS\eent is triggered to warn of fragmented filéBhe default alue
is 49152. A value of 0 or 1 disables the RASeat. Thisvalue must be between 0 and 33553408 (Ox1FF-
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FCO00), incluste.
* XML: fileLocks <true|false>
Old: FileLocks <Yes|No>

The variable enables or disables the tracking and enforcement of file-system-wide file |d&tridtding
theFile locksfeature allas file locks to be tracked across all clients of the file system. The FileLocks fea-
ture supports both the POSIX file locking model and the Windows file locking model.

* XML: forcePerfectFit<true|false>
Old: ForcePerfectFit<Yes|No>
NOTE Not intended for general use. Only use when recommended by Quantum Support.

Enables a specialized allocation mode where all files are automatically aligned and roupPetBttisit-
Sizeblocks. Ifthis is enabledAllocSessionResarationSizeis ignored.

* XML: fsBlockSize<value>
Old: FsBlockSize<value>

The File System Block Size defines the granularity of the file systlocation size. The block size can

be from 4K to 512K incluse and must be a power of tw Bestpractice for both spacefigiency and per
formance is typically 16K. Higheralues may be selected to optimize file system startup time, but at a cost
of space efficienc Values greater than 64K will\sely degrade both performance and space effigienc

* XML: fsCapacityThreshold<value>
Old: FsCapacityThreshold<value>

When a file system isver Fs Capacity Thresholdpercent full, a RASeent is sent to warn of this condi-
tion. Thedefault value is 0, which disables the RA®m®. Thisvaue must be between 0 and 100, inclu-
sive.

* XML: fsmMemLocked <true|false>
Old: FSMMemlock <Yes|No>

The FSM Memory lock variable instructs the FSM to ask therkel to lock it into memory on platforms
that support this. This prents the FSM from getting swapped or paged out and provides a more responsi
file system. Running with this option when there is ifisigiht memory for the FSM to run entirely in core
will result in the FSM terminating. The default valueNis. This is only supported on POSIX conforming
platforms.

* XML: fsmRealTime<true|false>
Old: FSMRealtime <yes|no>

The FSM Realtime variable instructs the FSM to run itself as a realtime process on platforms that support
this. This allows the FSM to run at a higher priority than other applications on the nodeide gronore
responsie file system. The default valueN®. This is only supported on POSIX conforming platforms.

* XML: globalShareMode<true|false>
Old: GlobalShareMode<Yes|No>

The GlobalShareMode variable enables or disables the enforcement aidéws Share Modes across
StorNet clients. This feature is limited to StorNext clients running on Microsoiihddwvs platforms. See

the Windows CreateFile documentation for the details on the \nehaf share modes. When enabled,
sharing violations will be detected between processes on different StorNext clients accessing the same file.
Otherwise sharing violations will only only be detected between processes on the same systenaulthe def

of this variable igalse This value may be modified for existing file systems.

* XML: globalSuperUser<true|false>
Old: GlobalSuperUser<Yes|No>
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The Global Super Uservariable allows the administrator to decide ifyarser with super-user pileges
may use those pileges on the file system. When this variable is s&um, any superuser has global ac-
cess rights on the file system. This may be equated tmapeoot=0 directive in NFS. When th&slobal
Super Uservariable is set tdalse a superuser may only modify files where it has access rights as-a nor
mal userThis value may be modified for existing file systems.

* XML: haFsType<HaShared|HaManaged|HaUnmanaged|HaUnmonitored>
Old: HaFsType<HaShared|HaManaged|HaUnmanaged|HaUnmonitored>

The Ha Fs Type configuration item turns on StorkteHigh Availability (HA) protection for a file system,
which prevents split-brain scenario data corruptiddA detects conditions where split brain is possible and
triggers a hardware reset of the srio remee the possibility of split brain scenario. This occurs when an
activated FSM is not properly maintaining its brand of an arbitration block (ARB) on the metadata LUN.
Timers on the aatéted and standby FSMs coordinate the usurpation of the ARB so that tlaedcsierer

will relinquish control or perform a hardware reset before the standby FSM eaovéak It is very impor

tant to configure all file systems correctly and consistently betweendteervers in the HA cluster.

There are currently three types of HA monitoring that are indicated ylaBbared HaManaged, and
HaUnmanagedconfiguration parameters.

The HaShared dedicated file system holds shared data for the operation Stdheext File Systemand
Stornext Storage Manager(SNSM). Theremust be one and only om¢aShared file system configured

for these installations. The running of SNSM processes and the starting of managed file systems is trig-
gered by actiation of theHaSharedfile system. In addition to being monitored for ARB branding as de-
scribed abwe, the exit of theHaShared FSM triggers a hardware reset to ensure that SNSM processes are
stopped if the shared file system is not unmounted.

The HaManagedfile systems are not started until tHaShared file system actistes. Thiskeeps all the

managed file systems collocated with the SNSM procedsaso means that thieeannot experience split-
brain corruption because there is no redundant server to compete for controf, &e tiet monitored and
cannot trigger a hardware reset.

The HaUnmanagedfile systems are monitored. The minimum configuration necessary for an HA cluster
is to: 1) place this type in all the FSMs, and 2) enter the pearsdi? aldress in théa_pee(4) file. Un-
managed FSMs can agie on either server and fave to the peer server without a hardware reset under
normal operating conditions.

On non-HA setups, the specldhUnmonitored type is used to indicate no HA monitoring is done on the
file systems. It is only to be used on non-HA setups.

* XML: inodeCacheSizevalue>
Old: nodeCacheSizevalue>

This variable defines momary inodes can be cached in the FSM program. An in-core inode is approxi-
mately 800 - 1000 bytes per entry.

* XML: inodeDeleteMax<value>
Old: InodeDeleteMax<value>
NOTE Not intended for general use. Only use when recommended by Quantum Support.

Sets the trickle delete rate of inodes that fall undeP#ni=ct Fit check (see thEorce Perfect Fit option
for more information.If Inode Delete Maxis set to 0 or is excluded from the configuration file, it is set to
an internally calculated value.

* XML: inodeExpandMin <file_system_blocks>
Old: InodeExpandMin <file_system_blocks>
* XML: inodeExpandInc <file_system_blocks>

Old: InodeExpandinc <file_system_blocks>
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* XML: inodeExpandMax <file_system_blocks>
Old: InodeExpandMax <file_system_blocks>

The inodeExpandMin, inodeExpandinc and inodeExpandMax variables configure the flopmcrement
and ceiling, respeatily, for the block allocation size of a dynamically expanding file. Thefloemat re-
quires this value be specified in bytes and multipliers are not supported. In the old format, wizdmethe v
is specified without a multiplier X, it is a number of file system blocks; when specified with a multipli-
er, itis bytes.

The first time a file requires spateodeExpandMin blocks are allocated. When an allocationxbarist-
ed, a ne set of blocks is allocated equal to the size of the previous allocation to this filenpileEx-
pandinc additional blocks. Each medlocation size will increase until the allocations reautdeExpand-
Max blocks. Ary expansion that occurs thereafter wilval/s useénodeExpandMax blocks per expansion.

NOTE wheninodeExpandincis not a &ctor ofinodeExpandMin, al new alocation sizes will be round-
ed up to the n& inodeExpandMin boundary The allocation increment rules are still used, but the actual
allocation size is alays a multiple oinodeExpandMin.

NOTE The explicit use of the configuratiomnablesinodeExpandMin, inodeExpandinc andinodeEx-
pandMax are being deprecated iavior of an internal table dvien mechanism. Althougkhey are still sup-
ported for backward compatibilitthere may be warnings during the eersion of an old configuration file
to an XML format.

* XML: inodeStripeWidth <value>
Old: InodeStripeWidth <value>

The Inode Stripe Width variable defines hwo a file is striped across the file systsndata stripe groups.
After the initial placement poljchas selected a stripe group for the first extent of the file, for leadle
Stripe Width extent the allocation is changed to prefer the next stripe groupeslito contain file data.
Next refers to the né numerical stripe group number going up owdo (Thedirection is determined us-
ing the inode number: odd inode numbers go up or incrementyvandnede numbers go down or decre-
ment). Therotation is modulo the number of stripe groups that can hold data.

Whenlnode Stripe Width is not specified, file data allocations will typically attempt to use the same stripe
group as the initial allocation to the filEor an exception, see alsallocSessionReserationSize

When used with aAllocation Strategy setting ofRound, files will be spread around the allocation groups
both in terms of where their initial allocation is and imvttbe file contents are spread out.

Inode Stripe Width is intended for large files. The typical value would be ynames the maximum
Stripe Breadth of the data stripe groups. The value cannot be less than the ma#tripgnBreadth of
the data stripe groups. Note that when some stripe groups are full, thisvaitlistart to prefer the stripe
group logically following the full oneA typical value is 1 GB (1073741824) or 2 GBs (2147483648
size is capped at 1099511627776 (1TB).

If this value is configured too small, fragmentation can ocConsider using a setting of 1MB with files as
big as 100 GBs. Each 100 GB file would/&d02,400 extents!

The nev format requires this value be specified in bytes, and multipliers are not supported.old for
mat, when the value is specified without a multipliefispit is a number of file system blocks; when spec-
ified with a multiplier it is bytes.

When AllocSessionResesationSize is hon-zero, this parameter is forced to beAHacSessionReseara-
tionSize This includes the case where the setting is 0.

If Inode Stripe Width is greater thar\llocSessionResefationSize, files larger thallocSessionReser-
vationSizewill use Inode Stripe Width as theirAllocSessionResermtionSize for allocations with an &f
set beyondAllocSessionResarationSize

* XML: journalSize <value>

Old: JournalSize <value>
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Controls the size of the file system journatupdatefg1) must be run after changing thialwe for it to
take dfect.

* XML: maxConnections<value>
Old: MaxConnections<value>

The maxConnectionsvalue defines the maximum number of SNFS clients and Adminigrap (AT)
clients that may be connected to the FSM avengime.

* XML: maxLogs<value>
Old: MaxLogs <value>

The maxLogs variable defines the maximum number of logs a FSM can rotate through wiyegethe
MaxLogSize The current log file resides iasr/cvfs/data/<file_system_name>/log/cviog

* XML: maxLogSize<value>
Old: MaxLogSize<value>

The maxLogSizevariable defines the maximum number of bytes a FSM log file should tgroThe log
file resides infusr/cvfs/data/<file_system_name>/log/cvio@/hen the log file grows to the specified size,
it is moved to cvlog_<number>and a ne cvlog is started. ThereforanaxLogs the space will be con-
sumed as specified #value>.

* XML: namedStreams<true|false>
Old: NamedStreams<Yes|No>

The namedStreamsparameter enables or disables support for Apple Named Streams. Named Streams are
utilized by Apple Xsan clients. If Named Streams support is enastiegeManagerandsnPolicy must

be disabled.Enabling Named Streams support on a file system is a permanent change. It cannot be dis-
abled once enabled. Only Apple Xsan clients should be used with named streams enabled file systems.
Use of clients other than Apple Xsan may result in loss of named streams data.

* XML: opHangLimitSecs<value>
Old: OpHangLimitSecs<value>

This variable defines the time threshold used by the FSM program twetisoag operations. The dailt
is 180. It can be disabled by specifying 0. When the FSM program detects an I/O hang, it wiestep e
tion in order to initiate faileer to backup system.

* XML: perfectFitSize<value>
Old: PefectFitSize <value>

For files in perfect fit mode, all allocations will be rounded up to the number of file system blocks set by
this variable. Perfecfit mode can be enabled on an indual file by an application using the SNF& e
tended API, or for an entire file system by setforgePerfectFit

If InodeStripeWidth or AllocSessionReserationSize are non-zero and Perfect fit is not being applied to
an allocation, this rounding is skipped.

* XML: quotas<truelfalse>
Old: Quotas<Yes|No>

The quotasvariable enables or disables the enforcement of the file system quotas. Enabling the quotas fea-
ture allows storage usage to be textior individual users and groups. Setting hard and soft quotasallo
administrators to limit the amount of storage consumed by a particular user/group tEa&eén(1) for
information on quotas feature commands.

NOTE Enabling the quotas feature automatically enableslowsSecurity. When quotas is enabled, the
meta-data controller must stay on either Windows or a non-Windows machine.

* XML: quotaHistoryDays <value>
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Old: QuotaHistoryDays <value>

When thequotasvariable (see ab@) is turned on, there will be nightly logging of the current quota limits
and \alues. Thelogs will be placed in thdusr/cvfs/data/<file_system_name>/quota_histdiyectory.
This variable specifies the number of days of logeg&pk \alid values are 0 (no logs are kept) to 3650 (10
years of nightly logs aredlpt). Thedefault is 7.

* XML: remoteNotification <true|false
Old: >RemoteNotification<Yes|No>

TheremoteNotification variable controls the Wdows Remote Directory Notification feature. Thealdt
value is no which disables the featurdote: this option is not intended for general use. Only use when
recommended by Quantum Support.

* XML: resevedSpace<true|false>
Old: ReservedSpace<Yes|No>

The reservedSpaceparameter alls the administrator the ability to control the use of delayed allocations
on clients. The default value ¥&s. reservedSpaceis a performance feature that allows clients to perform
buffered writes on a file without first obtaining real allocations from the FHEi. allocations are later per
formed when the data are flushed to disk in the background by a daemon performing a periodic sync.

WhenresewedSpaceis true, the FSM reserves enough disk space so that clients are able to safely perform
these delayed allocations. The meta-data server reserves a minimum of 4GB per stripe group and up to 280
megabytes per client per stripe group.

SettingreservedSpaceto false allows slightly more disk space to be used, but adversely affeffesr b
cache performance and may result in serious fragmentation.

* XML: restoreJournal <true|false>
Old: RestoreJournal<Yes|No>
NOTE Not intended for general use. Only use when recommended by Quantum Support.

The restoreJournal statement is used to enable or disable restore journal creation by the FSM process. A
restore journal logs file system operations and isyagece of restoring a file system after a disaster on
managed file systems. By default, restore journal creation is disabled on non-managed file systems, and en-
abled on managed file systems.

* XML: restoreJournalDir <path>
Old: RestoreJournalDir <path>
NOTE Not intended for general use. Only use when recommended by Quantum Support.

TherestoreJournalDir statement is used to change the path in which restore journals are created. The de-
fault path is/'usr/adic/database/metadumps/

* XML: restoreJournalMaxHours <value>
Old: RestoreJournalMaxHours <value>

* XML: restoreJournalMaxMb <value>
Old: RestoreJournalMaxMB <value>

NOTE Not intended for general use. Only use when recommended by Quantum Support. Incorrect config-
uration may result in performance degradation or data loss.

When a restore journal reaches a certain size eBides or a certain age in hours, the restore journal file
is closed and a merestore journal file is created. ThestoreJournalMaxMB andrestoreJournalMax-
Hours statements all@ these values to be tuned. SettirgtoreJournalMaxMB will tell the FSM process

to only allov the restore journal to reach thevgi 9ze in MegaBytes (MB) before opening a wefile.
Likewise, settingestoreJournalMaxHours will instruct the FSM to open a werestore journal once the
existing file has reached thevgh age in hours. In addition to automatic "rolling" of the journal fiegd-
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min(1) provides a method for manually rolling restore journal files.

NOTE Restore Journals are automatically configured and managed on StorNext File Systems.
* XML: stripeAlignSize <value>

Old: StripeAlignSize <value>

The stripeAlignSize statement causes the allocator to automatically attempt stripe alignment and rounding
of allocations greater than or equal to this size. Tiefoemat requires thisalue be specified in bytes and
multipliers are not supported. In the old format, when the value is specified without a multiplier suffix, it is
a number of file system blocks; when specified with a multipites bytes. Ifset to dedult value (-1), it
internally gets set to the size ofdaststripeBreadth found for ay stripeGroup that can hold user data.

A value of 0 turns dfautomatic stripe alignment. Stripe-aligned allocations are rounded up so that alloca-
tions are one stripe breadth or larger.

If an allocation fails with stripe alignment enabled, another attempt is made to allocate the space without
stripe alignment.

If AllocSessionReserationSizeis enabledstripeAlignSizeis set to 0 to reduce fragmentation withig-se
ments which occurs when clipping within segments.

* XML: threadPoolSize<value>
Old: ThreadPoolSize<value>

The threadPoolSizevariable defines the number of client pool threads that will beateti and used by
the FSM. This variable alsofa€ts performance. There should be at leastthweads per client, but more
threads will impree file system response time in operations that affect allocation and meta-data functions.

The number of threads agtiin the FSM may affect performance of the system it is running on. Tog man
threads on a memory-stad machine will causexeessve svapping. It is recommended that system moni-
toring be used to carefully watch FSM activity when analyzing system sizing requirements.

* XML: trimOnClose <value>

Old: TrimOnClose<value>

NOTE Not intended for general use. Only use when recommended by Quantum Support.
* XML: unixDirectoryCreationModeOnWindows <value>

Old: UnixDirectoryCreationModeOnWindows <value>

The unixDirectoryCreationModeOnWindows variable instructs the FSM to pass thslue back to Mi-
crosoft Windows clients. The Whdows SNFS clients will then use thialue as the permission mode when
creating a directoryThe default value is 0755. This value must be between 0 and 0777 Meaclusi

* XML: unixFileCreationModeOnWindows <value>
Old: UnixFileCreationModeOnWindows <value>

The unixFileCreationModeOnWindows variable instructs the FSM to pass thalue back to Microsoft
Windows clients. The Widows SNFS clients will then use this value as the permission mode when creat-
ing a file. The default value is 0644. This value must be between 0 and 0777yé@clusi

* XML: unixldFabricationOnWindows <true|false>
Old: UnixldFabricationOnWindows <yes|no>

The unixldFabricationOnWindows variable is simply passed back to a Microsofindbws client. The
client uses this information to turn orf/¢fabrication" of uid/gids from a Microsoft Aate Directory ob-
tained GUID for a gien Windows user A value of yes will cause the client for this file systemabricate

the uid/gid and possiblyverride ary specific uid/gid already in Microsoft Aete Directory for the Vih-

dows user This setting should only be enabled if it is necessary for compatibility with Apple MacOS
clients. Thedefault is false, unless the meta-data sefig running on Apple MacOS, in which case it is
true.
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* XML: unixNobodyGidOnWindows <value>
Old: UnixNobodyGidOnWindows <value>

The unixNobodyGidOnWindows variable instructs the FSM to pass this value back to Microsaft W
dows clients. The Widows SNFS clients will then use thislue as the gid for a Mdows user when no
gid can be found using Microsoft Aeéi Directory The default value is 60001. Thislue must be be-
tween 0 and 2147483647, inchusi

* XML: unixNobodyUidOnWindows <value>
Old:

TheunixNobodyUidOnWindows variable instructs the FSM to pass this value back to Microsoftws
clients. The ihdows SNFS clients will then use thialue as the uid for a Mtlows user when no uid can

be found using Microsoft Aate Directory The default value is 60001. This value must be between 0 and
2147483647, incluse.

* XML: useActiveDirectorySFU <true|false>
Old: useActiveDirectorySFU <Yes|No>

The useActiveDirectorySFU variable enables or disables the use of Microsdittive Directory Services

for UNIX (SFU) on Whdows based SNFS clients. (Note: Microsoft has changed the name "Services for
UNIX" in recent releases of Mdows. We ae using the term SFU as a generic name for all similavécti
Directory Unix services.) Thisaviable does not affect the behavior of Unix clierstive Directory SFU
allows Windows-based clients to obtain theintfows users Unix security credentials. By default, SNFS
clients running on \ividows query Actve Directory to translated WWdows SIDs to Unix uid, gid and mode
vaues and store those credentials witkviyecreated files. This is needed to set the proper Unix uid, gid
and permissions on files. If there is no &etDirectory mapping of a \Wdows users 9D to a Unix user

a file created in WAdows will have its uid and gid owned bMOBODY in the Unix viev (SeeunixNo-
bodyUidOnWindows.)

Always use Actie Directory SFU in a mixed Wdows/Unix environment, or if there is a possibility in the
future of maing to a mixed evironment. IfuseActiveDirectorySFU is set tofalse files created on Y-
dows based SNFS clients willkadys hare their uid and gid set tNOBODY with default permissions.

However, if it is unlikely a Unix client will @er access the SNFS file system, then you may get a small per
formance increase by settingeActiveDirectorySFU to false The performance increase will be substan-
tial higher only if you hee nore than 100 users concurrently access the file system via a simglews/
SNFS client.

The default of this variable tsue. This value may be modified for existing file systems.
* XML: windowsSecurity <true|false>
Old: WindowsSecurity<Yes|No>

The WindowsSecurity variable enables or disables the use of thad&ivs Security Reference Monitor
(ACLs) on Wndows clients. This does not affect the béba of Unix clients. In a mixed client gimon-
ment where there is no specifianfons User to Unix User mapping (see thenddws control panel), files
under Windows security will be owned bMOBODY in the Unix viav. The deéult of this variable ifalse
for configuration files using the old format atinde when using the e XML format. This value may be
modified for existing file systems.

NOTE Once windowsSecurity has been enabled, the file system will trautois access lists for the life
of the file system gardless of thavindowsSecurityvalue.

DISKTYPE DEFINITION
A diskType defines the number of sectors for a category of disk devices, and optionally the number of
bytes per disk device sectdfince multiple disks used in a file system mayehtae same type of disk, it is
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easier to consolidate that information into a disk type definition rather than including it for each disk defini-
tion.

For example, a 9.2GB Seagate Barracuda Fibre Channel ST19171FC dK7/884 1total sectors. Hw-
eve, using most drers, a portion of the disk device is used for the volume hekdeexample, when us-
ing aPrisa adapter and drér, the maximum number of sectong#able to the file system 1781064

When specified, the sector size must be between 512 and 65536 bytes, and it must be a power of 2. The de-
fault sector size is 512 bytes.

DISK DEFINITION
Note: The XML format defines disks in the stripeGroup section. The old format defines disks in a separate
section and then links to that definition with thede variable in the stripe group. The general description
belov applies to both.

Eachdisk defines a disk device that is in the Storage Area dbi&twonfiguration. The name of each disk
device must be entered into the diskvide’s wlume header label usimtylabel(1). Disk devices that the
client cannot see will not be accessible, andsiipe group containing an inaccessible disk device will not
be aailable, so plan stripe groups accordingBntire disks must be specified here; partitions may not be
used.

The disk definition’sxamemust be unique, and is used by the file system administrator programs.

A disk’s gatus may be up or dm. Whendown, this deice will not be accessible. Users may still be able

to see directories, file names and other meta-data if the disk is in a stripe group that only contains userdata,
but attempts to open a file affected by thembed disk device will receé ax Operation Not Permitted

(EPERM) failure. Whena file system contains dm data stripe groups, space reporting tools in the-oper

ating system will not count these stripe groups in computing the total file system sizesitatleafree

blocks. NOTE when files are remwed that only contain extents afown stripe groups, the amount of
awailable free space displayed will not change.

Each disk definition has a type which must match one of the names from a previouslydiskingoke.

NOTE In much older releases therasvalso &eviceNameoption in theDisk section. TheéDeviceName
was previously used to specify a operating system specific disk namh&ib has been superseded by auto-
matic volume recognition for some time and is no longer supported. Thi& i®nmternal use only.

STRIPEGROUP DEFINITION
ThestripeGroup defines individual stripe group# stripe group is a collection of disk viees. A disk de-
vice may only be in one stripe group.

The stripeGroup has a nam&ame that is used in subsequent system administration functions for the
stripe group.

A stripe group can be set toveit's gatus up or dan. If down, the stripe group is not used by the file sys-
tem, and anything on that stripe group is inaccessible. This should normally be left up.

A stripe group can contain a combinationnoétadata, journal, or userdata There can only be one stripe
group that contains jaurnal per file system.Typically, metadata and journal are kept separate from user
data for performance reasons. Idegthe journal will be kept on its own stripe group as well.

When a collection of disk devices is assembled under a stripe group, each disk device is logically striped in-
to chunks of disk blocks as defined by stiepeBreadth variable. For example, with a 4k-byte block-size

and a stripe breadth of 86 file system blocks, the first 352,256 bygtéd e written or read from/to the

first disk device in the stripe group, the second 352,256 bytes would be on the secondicksirdeso

on. When the last disk device used its 352,256 bytes, the stripe would start aga® zrdriThis allavs

for more than a single disk devisddandwidth to be realized by applications.

The allocator aligns an allocation that is greater than or equal to testisiripeBreadth of ary stripe
group that can hold data. This is done if the allocation request is an extension of the file.

A stripe group can be marked up omdo Whenthe stripe group is magki down, it is not\ailable for da-
ta access. Heever, users may look at the directory and meta-data information. Attempts to open a file re-
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FILES

siding on a downed stripe group will reeeiaPermission Deniedfailure.

There is an option to turnfafeads to a stripe groupNOTE Not intended for general use. Only use when
recommended by Quantum Support.

A stripe group can hee write access deniedf writes are disabled, then ynew dlocations are disallwed

as well. When a file system contains data stripe groups with writes disabled, space reporting tools in the
operating system will shoall blocks for the stripe group ased Note that when files are rewen that

only contain extents on write-disabled stripe groups, the amountitdlde free space displayed will not
change. Thiss typically only used durin@ynamic Resource Allocatiqgrocedures (see the StorNext User
Guide for more details).

Affinities can be used to target allocations at specific stripe groups, and the stripe grougusively
contain affinity targeted allocations orvieadfinity targeted allocations cosisting with other allocations.
Seesnfs.cfd5) andsnfs.cfgx5) for more details.

Each stripe group can define a multipath method, which controls the algorithm used to allocate disk I/Os on
paths to the storage when the file system has multiple paifebée to it. Seeevadmin(1) for details.

Various realtime I/O parameters can be specified on a per stripe group basis 8hesdl define the maxi-
mum number of 1/O operations per secoudlable to real-time applications for the stripe group using the
Quality of Service (QoS)API. Thereis also the ability to specify 1/0s that should be reserved for applica-
tions not using the QoS API. Realtime 1/O functionality ishyfdefault.

A stripe group contains one or more disks on which to put the metadata/journal/us@tdatdisk has an

index that defines the ordinal position the disk has in the stripe group. This number must be in the range of
zero to the number of disks in the stripe group minus one, and be unique within the stripe group. There
must be one disk entry per disk and the number of disk entries defines the stripd~depibre informa-

tion about disks, see the DISK DEFINITION section\ao

NOTE The StripeClusters variable has beedeprecated It was used to limit /O submitted by a single
process, but was remwal when asynchronous I/O was added to the file system.

NOTE The Type variable for Stripe Groups has bedeprecated Seveal versions ago, th€ype parame-
ter was used as a very course-graindidigf-lik e control of hav data was laid out between stripe groups.
The only valid value ofype for several releases of SNFS has bdeegular, and this is na deprecated as
well for the XML configuration formatType has been superceded Affinity .

{usr/cvfs/config/*.cfgx
lusr/cvfs/config/*.cfg

SEE ALSO

snfs.cfgx5), snfs.cfd5), sncfgedif1), cnvt2ha.sH1), cvfs(1), cvadmin(1), cvlabel(1), cvmkdir (1), cvmk-
file(1), ha_peel4), mount_cvfg1)
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NAME
snfsdefrag — StorNext File System Defrag Utility

SYNOPSIS
snfsdefrag[-DdPgs\ [-G group [-K key] [-k key] [-m couni [-r] [-Sfile] Target [Target...]
snfsdefrag -€[-b] [-G group [-K key] [-r] [-t] [-Sfile] Target [Target...]
snfsdefrag -E[-b] [-G group] [-K key] [-r] [-t] [-Sfile] Target [Target...]
snfsdefrag -c[-G groug [-K key] [-r] [-t] [-Sfile] Target [Target...]
snfsdefrag -p[-DvPq] [-G groud [-K key] [-m couni [-r] [-Sfile] Target [Target...]
snfsdefrag -I[-Dv] [-G group| [-K key] [-m coun] [-r] [-Sfile] Target [Target...]
DESCRIPTION
snfsdefragis a utility for defragmenting files on an Stosfiiéile system by relocating the data in a file to a
smaller set of @ents. Reducinghe number of extents in a file impes performance by minimizing disk

head mgement when performing 1/0O. In addition, with fewer extents, StatN&le System Manager
(FSM) overhead is reduced.

By default, the n& extents are created using the Bleurrent stripe group fihity. Howevae, the file can be
"moved” to a n&v stripe group by using thek option. Thismigration capability can be especially useful
when a stripe group is going out of service. See the use @bthption in the EXAMPLES section belo

In addition to defragmenting and migrating filsefsdefragcan be used to list the extents in a file (see the
-eoption) or to prunewvaay unused space that has been preallocated for the file (sqedpgon).

OPTIONS

-b Show extent size in blocks instead of kilobytes. Only useful with-thand-E (list extents) op-
tions.

-C This option causesnfsdefragto just display an extent count instead of defragmenting fes
also thet option.

-D Turns on debug messages.

-d Causes snfsdefrag to operate on files containitents that hee depths that are different than the

current depth for thexéent’s gripe group. This option is useful for reclaiming disk space that has
become "shadeed" after cvupdatefs has been run for bandwidffaesion. Notéhat whend is

used, a file may be defragmented due to the stripe depth in one or more of its extents OR due to
the file's extent count.

-e This option causesnfsdefragto not actually attempt the defragmentation, but instead report the
list of extents contained in the fil&he extent information includes the starting file rekatiff set,
starting and ending stripe group block addresses, the size of the extent, the deptktehthanel
the stripe group numheBee also thet option.

-E This option has the samefexft as the-e option except that file relag dfsets and starting and
ending stripe group block addresses that are stripe-aligned are highlighted with an asterisk (*).
Also, starting stripe group addresses that are equally misaligned with the fileerefset are
highlighted with a plus sign (+)Currently this option is intended for use by support personnel
only. See also thet option.

-G stripegroup
This option causesnfsdefragto only operate on files having at least one extent in them giripe
group. Notethat multiple-G options can be specified to match files with an extent in at least one
of the specified stripe groups.

-K key This option causesnfsdefragto only operate on source files thavéde supplied dihity key. If
key is preceded by '!I" thesnfsdefragwill only operate on source files that dot have te afini-
ty key. See EXAMPLES belw.
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-k key  Forces the ne extent for the file to be created on the stripe group specifidayby
-l This option causesnfsdefragto just list candidate files.

-m count
This option tellssnfsdefragto only operate on files containing more tlemuntextents. Byde-
fault, the value otountis 1.

-p Causesnfsdefragto perform a prune operation instead of defragmenting thelileing a prune
operation, blocks beyond EOF thatvbdeen preallocated either explicitly or as part of inode e
pansion are freed, thereby reducing disk usage. Files are otherwise unmodified. Note: While
prune operations reclaim unused disk space, performing tlgrdary can lead to free space frag-
mentation.

-P Lists skipped files.
-q Causesnfsdefragto be quiet.

-r [TargetDirectory]
This option instructsnfsdefragto recurse through thEargetDirectory and attempt to defragment
each fragmented file that it find$. TargetDirectory is not specified, the current directory is as-
sumed.

-S Causes snfsdefrag perform allocations that line up on the beginning block modulus of the stripe
group. This can help performance in situations where the 1/O size perfectly spans the width of the
stripe groups dsks.

-Sfile  Writes status monitoring information in the supplied filéhis is used internally by StorNext and
the format of this file may change.

-t This option adds totals to the output of thg —e, or —E options. Theone line output at the end
indicates har mary reqular files were visited, wo mary total extents were found from all files,
and the gerage # of extents per file.

Y Causesnfsdefragto be verbose.

EXAMPLES
Count the extents in the file foo.

rock% snfsdefrag -r -c -t dirl
Starting in directorydirl, recursvely count all the files and their extents and then print the grand total and
aveage number of extents per file.

rock% snfsdefrag -c foo

List the extents in the file foo.

rock% snfsdefrag -e foo

Defragment the file foo.

rock% snfsdefrag foo

Defragment the file foo if it contains more thanxBeats. Otherwisejo nothing.

rock% snfsdefrag -m 2 foo
Travease the directory abc and its sub-directories and defragmemtfde found containing more than one
extent.

rock% snfsdefrag -r abc

Travese the directory abc and its sub-directories and defragmemt fde found having one or more-e
tents whose depth differs from the current depth of estanippe group OR having more than one extent.
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rock% snfsdefrag -rd abc

Travese the directory abc and its sub-directories and only defragment files having one oxteme e
whose depth differs from the current depth of exsetrtipe group.

rock% snfsdefrag -m 9999999999 -rd abc

Travese the directory abc and reeounused preallocated disk space werg file visited.

rock% snfsdefrag -rp abc

Force the file foo to be relocated to the stripe group with the affieityflast"

rock% snfsdefrag -k fast -m 0 foo
If the file foo has the affinitfast, then mae its data to a stripe group with the affingtpw.

rock% snfsdefrag -K fast -k slow -m 0 foo
If the file foo does N havethe affinityslow, then mae its data to a stripe group with the affinstpw.

rock% snfsdefrag -K "!slow’ -k slow -m 0 foo

Travese the directory abc and migratey dites containing at least one extent in stripe group 2 yaan-
exclusive dripe group.

rock% snfsdefrag -r -G 2 -m 0 abc

Travese the directory abc and migrateydiles containing at least ongtent in stripe group 2 to stripe
groups with the affinityglow.

rock% snfsdefrag -r -G 2 -k slow -m 0 abc

Travease the directory abc list griiles that hae the afinity fast and having at least one extent in stripe
group 2.

rock% snfsdefrag -r -G 2 -k fast -1 -m 0 abc

NOTES
If snfsdefragis run on a Whdows client, the user mustV¥mread and write access to the filé.snfsdefrag
is run on a Unix client, only the owner of a file or superuser is allowed to defragment(adiket as su-
peruser on a StorNext file system, in addition to becoming theamstethe configuration option GlobalSu-
perUser must be enabled. Seds_config(5)for more information.)

snfsdefragwill not operate on open files or files that been modified in the past 10 seconds. If a file is mod-
ified while defragmentation is in progressfsdefragwill abort and the file will be skipped.

snfsdefragskips special files and files containing holes.
snfsdefragdoes not follaw symbolic links.

When operating on a file ma#t for PerfectFit allocationsnfsdefragwill "do the right thing" and pre-
sene the PerfectFit attribute.

While performing defragmentatioanfsdefragcreates a temporary file nam@atgetFile_defragtmp. If

the command is interrupteshfsdefragwill attempt to remue tis file. However, if snfsdefragis killed or

a power failure occurs, the temporary file may be left behind. If snfsdefrag is subsequently re-run and at-
tempts defragmentation, it will clean upyastale temporary files encountereBut if snfsdefrag is not run

again, it will be necessary to find and reveche temporary file as it will continue to consume spddete

that user files having the defragtmp extension should not be creatediffsdefragis to be run.

snfsdefragwill fail if it cannot locate a set of extents that would reduce the current extent count on a file.
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ADVANCED FRAGMENTATION ANALYSIS
There are tw major types of fragmentation to note: file fragmentation and free space fragmentation. File
fragmentation is measured by the number of file extents used to store a file. A file extent is a contiguous al-
location unit within a file. When a lge enough contiguous space cannot be found to allocate to a file, mul-
tiple smaller file extents are created. Each extent represents a different physical spot in a stripe group. Re-
quiring multiple etents to address file data impacts performance in a number of ways. First, the file system
must do more work looking up locations for a leéhta. Inaddition, for @ery ten (10) extents used to ad-
dress a files data, a ne file inode must be allocated to that file. This will cause increased metadata reads
while looking up the locations of data. Alsoyvhey file data spread across rgatifferent locations in the
file system requires the storage hardware to do mork while reading a file. On a disk there will be in-
creased head mements, as the dme s2eks around to read in each dateet. Mary disks also attempt to
optimize 1/0 performance, foxample, by attempting to predict upcoming read locations. Whensdile’
ta is contiguous these optimizationerkw well. Hovever, with a fragmented file the & qotimizations are
not nearly as efficient.

A file’s fragmentation should be vied more as a percentage than as a hard nukivbde it's true that a

file of nearly agy size with 50000 fragments isxeemely fragmented and should be defragmented, a file
that has 500 fragments that are mostly one orRsBlockSize in length is also very fragmenteeelding
files to under 10% fragmentation is the ideal, ana bose you come to that ideal is a compromise based
on real-world factors (file system use, file sizes and their life span, opportunitiestdsdefrag etc.).

In an attempt to reduce fragmentation (file and free space), Adminstrators can try using the Allocation Ses-
sion Reservation feature. This feature is managed using the GUI or by modifyialjotfeessionReser-
vationSize parameterseesnfs_config5). Seealso the StorNext Tuning Guide.

Some common causes of fragmentation axéniavery full stripe groups (possibly because of affinities), a

file system that has a lot of fragmented free space (deleting a fragmented file produces fragmented free
space), haeay use of CIFS or NFS which typically use out of order and cause unoptimized (uncoalesced) al-
locations, or an application that writes files in a random order.

snfsdefragis designed to detect files which contain file fragmentation and coalesce that data onto a mini-
mal number of file extents. Thefiefency of snfsdefragis dependent on the state of the file sysseinee
data blocks, or free space.

The second type of fragmentation is free space fragmentation. The file sylséenspace is the pool of un-
allocated data blocks. Space allocation fow rides, as well as allocations for extending existing files,
comes from the file systemfree space. Free space fragmentation is measured by the number of fragments
of contiguous free blocks. Fragmentation in the file systdraé space affects the file systergility to
allocate large extents. A file can only be allocatedxéene as large as the largest contiguous block of free
space. Thus free space fragmentation can lead to file fragmentatiogeinfies. Assnfsdefragprocesses
fragmented files it attempts to usegrenough free space fragments to createwadaéragmented file
space. If free space is too fragmenseésdefragmay not be able to allocate a large enough extent for the
file's data. In the case thahfsdefragmust use multiple extents in the defragmented file, it will only pro-
ceed if the processed file will Veless extents than the origindtherwisesnfsdefragwill abort that files
defrag process and w®m to remaining defrag requests.

FRAGMENT ATION ANALYSIS EXAMPLES
The following examples include reporting franfsdefragas well avfsck. Some examples require addi-
tional tools such aawk andsort.

Reporting a specific fils’fragmentation (extent count).

# snfsdefrag -c <filename>

Report all files, their extents, the total # of files and extents, anddfaga number of extents per files. Be-
ware that this command walks the entire file system so it canaakile and cause applications to while
running.

# snfsdefrag -r -c -t <mount point>
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The following command will create a report showing eachsfigath, followed by extent count, with the re-
port sorted by extent count. Files with the greatest number of extents wilLphat e top of the list.

Replace <fsname> in the followingample with the name of your StorNext file system. The report is writ-
ten to stdout and should be redirected to a file.

# cvfsck -x <fsname> | awk -F, '{print$6", "$7} | sort -ukl -t, \
| s ort-nrk2 -t

This next command will display all files with at least 10 extents and with a size of at least 1MB. Replace
<fsname> in the following>@ample with the name of your StorNext file system. The report is written to
stdout and can be redirected to a file.

# echo "#extents file size av. extent size filename" ;\
cvfsck -r <fsname> | awk '{if ($3 > 1048576 && $5 > 10)\
{ p rintf("%8d %16d %16d %s0, $5, $3, $3/$5, $8); }}' | sort -nr

The next command displays a report of free space fragmentation. This allcadministrator to see if free
space fragmentation mayfexdt future allocation fragmentation. Sedsck(1) man page for description of
report output.

# cvfsck -a -t <fsname>

The Fragmentation detected RAS warning message may sometimes refer to an inode number instead of a
file name. To find the file name associated with the inode number on rindéAs clients, fill the file sys-

tem mount point and the decimal inum from the RAS message into the following find command. The file
name can then be used to defragment the Tikeere may be more than one file that matches the 32-bit in-

ode number.

# f ind <mount_point> inum <decimal_inum>

# snfsdefrag <filename>

For Windows clients:

Using a DOS shell, CD to the directory containing the StorNext binaries and run the cvstat command as
follows: The<fname> parameter is the iletter:/mount point and the <inum> parameter has either the
decimal or hexidecimal 64-bit inode number from the RAS mesdagexample:

c:\> cd c:\Program Files\StorNext\bin

c:\> cvstat fname=j:\ inum=0x1c0000004183da

FILES
{usr/cvfs/config/*.cfgx

SEE ALSO
cvfsck(1), cvep(l), cvmkfile(1), snfs_configb), cvaffinity (1)
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NAME
snfs_ras — StorNext File System RAS Events

DESCRIPTION
The StorNext File System supports logging andvesliof specific Reliability/Aailability/Serviceability
(RAS) events. Whena RAS event occurs, an entry is added to theerg log (/usr/cvfs/ras/raslogon the
Name Server coordinators (Sfseamesevers(4)). Itis also possible to configure the coordinators to auto-
matically send e-mail for RASvents or pass the RAS/ent to aly script or executable as described in the
NOTES section bels. In an ewironment that includes the StorNext Management Suite (SNMS), RAS
evants also generate Service Request RAS tickets that can be viewed through the SNMS GUI by selecting
"System Status” from the Service menu.

EVENTS
The following list contains the currently supporteergs.

Event:
SL_EVT_NO_RESPONSE (Not responding)

Occurs:
When a reply from the FSM is delayed.

Example detail:
client2.foo.com (kernel): Timeout while attempting to force data flush for file “filel” (inode
"895468127") for file system “snfs1l” on host clienfllowing host client2 to open file. This may
cause data cohergnissues. The data path for host clientl should be inspected to confirm that I/O
is working correctly.

Suggested Action(s):
Confirm that the data path is working properly on the system specified ivetlialetail.

Event:
SL_EVT_INVALID_LABEL (Label validation failure)

Occurs:
When client-side label verification fails.

Example detail:
wedge.foo.com (@&rnel): fs snfsl: disk label verification for 'CvfsDiskO’ failed orwdav
/dev/rhdiskO blkde /dev/hdiskO (HBA:2 LUN:0)

Suggested Action(s):
Check for corrupt, incorrect, or missing labels using the cvlabel comn#sed.inspect system
logs for I/O errors and check SAN integrity.

Event:
SL_EVT_DISK_ALLOC_FAIL (Failed to allocate disk space)

Occurs:
When a disk allocation fails due to lack of space.

Example detail:
fsm[PID=1234]: fs snfs1: Disk Allocation failed

Suggested Action(s):
Free up disk space by removing unnecessary disk copies of files, or add disk capacity.

Event:
SL_EVT_COMM_LUN_FAIL (LUN communication failure)

Occurs:
When an I/O error occurs in a multi-path environment, causing a path to become disabled.
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Example detail:
wedge.foo.com (kernel): Disk Path '/dev/rdisk0’ (HBA:2 LUN:0) used by file system snfs1 tempo-
rarily disabled due to 1/O error

Suggested Action(s):
Check system and RAID logs for SAN integrity.

Event:
SL_EVT_IO_ERR (I/O Error)

Occurs:
When an 1/O error is detected by the FSM or a client.

Example detail:
wedge.foo.com (kernel): fs snfs1: 1/O error on cookie 0x12345678 cvfs error 'l/O error’ (0x3)

Suggested Action(s):
Check LUN and disk path health, as well asrall SAN intggrity. Also inspect the system logs
for driver-level 1/0 errors.

Event:
SL_EVT_SHUTDOWN_ERR (Error shutting down)

Occurs:
When a problem occurs when unmounting or shutting down a file system.

Example detail:
wedge.foo.com cvadmin[PID=1234]: fs snfs1: could not unmount all cvfs file systems

Suggested Action(s):
Inspect the file system and system logs to determine the root cause.

Event:
SL_EVT_LUN_NOT_FOUND (Missing LUNS)

Occurs:
When a mount fails due to missing disks.

Example detail:
wedge.foo.com (kernel): fs snfs1: Failed to mount because not all disks appear to be accessible.

Suggested Action(s):
Check the system logs to determine the root cause. Run glentv "disks" and "paths" com-
mands, and then check for missing LUNSs.

Event:
SL_EVT_INITIALIZATION_FAIL (Initialization failure)

Occurs:
When the FSM or fsmpm process fails to start up or a mount fails.

Example detail:
wedge.foo.com fsm[PID=1880]: fs snfsl: FSM Initialization failed with status Ox14 (missing
disk(s))

Suggested Action(s):
Correct the system configuration as suggested byvire detail, or examine the system logs to

determine the root cause. If the detail text suggests a problem with starting the fsmpm process,
run "cvlabel -I" to verify that disk scanning is working properly.

Event:
SL_EVT_FS_META_BAD (File system metadata dump bad)

Occurs:
When cvfsck or cvupdatefs updates metadAiao occurs at FSM startup if the FSM detects that
a metadump is required. Also occurs if the restore journal encounters an error and is shut down.
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Example detail:
wedge.foo.com cvfsck[PID=3403]: fs snfsl: cvfsck updated metadata on file system, metadump
required

Suggested Action(s):
Run snmetadump for the affected file system as soon as possible.

Event:
SL_EVT_LICENSE_FAIL (License failed)

Occurs:
When a StorNext license expires.

Example detail:
wedge.foo.com fsm[PID=2588]: fs snfs1: StorNext Client lady.foo.com (1372A4B126) license has
expired. Allfurther client operations not permitted.

Suggested Action(s):
Contact the Quantum Technical Assistance Center to obtain a valid license.

Event:
SL_EVT_LICENCE_REQUIRED (License Required)

Occurs:
When a StorNext license will expire within 48 hours.

Example detail:
wedge.foo.com fsm[PID=3325]: fs snfsl: Please update license file! StorNext File System license
will expire on Tue Dec 12 11:28:26 CST 2006

Suggested Action(s):
Contact the Quantum Technical Assistance Center to obtain a valid license.

Event:
SL_EVT_FAIL_OVER (Fail-o ver has occurred)

Occurs:
During during FSM fail-ger.

Example detail:
wedge.foo.com fsm[PID=3325]: fs snfslaiFover has occurred: Pwous MDC '172.16.82.71’
Current MDC '172.16.82.78’

Suggested Action(s):
Inspect the system log and the FSM cvlog to determine the root cause.

Event:
SL_EVT_META_ERR (Metadata error)

Occurs:
When the FSM detects a metadata inconsigtenc

Example detail:
wedge.foo.com fsm[PID=3325]: Velid inode lookup: 0x345283 maeks 0x3838/0x3838 gen 0x2
next iel 0x337373

Suggested Action(s):
Check SAN integrity and inspect the system logs for 1/O errors. If the SAN is Wealtrcvisck
on the affected file system at the earliestvenrent opportunity.

Event:
SL_EVT_COMM_FAIL (Communication failure)

Occurs:
When a client is disconnected from the FSM unexpectedly.
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Example detail:
wedge.foo.com fsm[PID=3832]: SNFS Cliefady.foo.com’ (172.16.82.206) disconnected xme
pectedly from file system snfsl, reason: network communication error

Suggested Action(s):
Check the health of the network used for metadathctrafiso inspect the FSM log and the sys-
tem logs on the clients and metadata controller to determine the root cause.

Event:
SL_EVT_BADCFG_NOT_SUP (Configuration not supported)

Occurs:
When an FSM configuration file isviglid or missing. Also occurs when the total number of
FSMs running on metadata controllers under a fsnameservers domain exceeds the capacity limit of
the heartbeat protocol.

Example detail:
wedge.foo.com fsm[PID=3832]: fs snfsl: Problem encountered parsing configuration file
'snfsl.cfgx’: There were no disk types defined

Example detail:
wedge.foo.com fsm[PID=3832]: fs snfsl: Problem encountered parsing configuration file
'snfsl.cfgx’: There were no disk types defined

Suggested Action(s):
Verify that a valid file system configuration file exists for the specified file sysédso. check the
system logs for additional configuration file error details. The capacity of the heartbeat protocol is
a function of the number of FSMs and the length of the file-system names. The maximum number
of FSMs can be configured by limiting file-system names venseharacters or f&er, and by
ensuring that all clients are upgraded to use the expanded heartbeat-protocol packet size.

Event:
SL_EVT_TASK_DIED (Process/Task died, not restarted)

Occurs:
When the FSM or fsmpm unexpectedly exists.

Example detail:
wedge.foo.com fsm[PID=5543]: fs snfsl:AMIC: Alloc_init THREAD_MUTEX_INIT
alloc_space lock

Suggested Action(s):
Check the FSM logs and system logs to determine the root cause. If possibleyriaktve
action. Ifyou suspect a software bug, contact the Quantum Technical Assistance Center.

Event:
SL_EVT_SYS_RES_FAIL (System resource failure)

Occurs:
When a memory allocation fails.

Example detail:
wedge.foo.com fsm[PID=9939]: Memory allocation of 65536 bytes failed: file 'disks.c’ line 256

Suggested Action(s):
Determine the cause of memory depletion and correct the condition by adding memory or paging
space to your system. If SNFS is usingessie anounts of memory adjusting the configuration
parameters might res@vhe problem.For information about adjusting parameters, refer to the
Release Notes, ttenfs_config5) andmount_cvfg1) man pages, and the SNFS Tuning Guide.

Event:
SL_EVT_SYS_RES_CRIT (System resource critical)
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Occurs:
When the filesystem is running out of space.

Example detail:
wedge.foo.com fsm[PID=3947]: fs 'snfs1’: Systexrein10% full

Suggested Action(s):
Add additional storage or reduce file system usdfighe message indicates metadata stripe
groups are full, add additional metadata storage.

Event:
SL_EVT_SYS_RES_WARN (System resource warning)

Occurs:
When a fragmented file is detected or a sdextd quota limit is reached

Example detail:
wedge.foo.com fsm[PID=5213]: fs 'snfs1’: Quota hard limit reached for user jdoe

Suggested Action(s):
If a hard quota limit is reached, increase the gsgdta or notify the userlf fragmentation has
been detected, consult teafsdefragl) man-page for instructions on performing fragmentation
analysis and defragmenting files.

Event:
SL_EVT_CONNECTION_FAIL (Connection rejected)

Occurs:
When the FSM rejects a client connection attempt (other than for a licensing issue).

Example detail:
wedge.foo.com fsm[PID=9939]: Number of connections: (38uld/ exceed max connections
(32)"

Suggested Action(s):
Check the system logs to determine the root calfsthe problem is caused by exceeding the
maximum number of connections, increase MaxConnections in the file system configuration file.

Event:
SL_EVT_LUN_CHANGE (LUN mapping changed)

Occurs:
When an fsmpm disk scan detects a change in an existing path.

Example detail:
wedge.foo.com fsmpm[4872]: Disk 'CvfsDiskQ’ is no longer accessible ag/hdiskO' -- path
may hae been assigned to another device.

Suggested Action(s):
If the LUN mapping change is unexpected, run thedovin "disks" and "paths" commands to con-
firm that all LUN paths are present. Also check SAN integrity and inspect the system logs to
determine the root cause.

Event:
SL_EVT_JOURNAL_ERR (Journaling error)

Occurs:
When journal receery fails.

Example detail:
wedge.foo.com fsm[5555]: fs snfs1: Journal error: Journalveecdéournal_truncate failed

Suggested Action(s):
Contact the Quantum technical assistance center and open a service request.
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NOTES

To reduce werhead, some types of RASeats are throttled so that only oneest is generated per hour per
system.

To quickly set up RAS eent e-mail notification, use the following steps on each of the Name Server coor
dinators:

1. copy/usr/cvfs/examples/rasexec.exantpléusr/cvfs/config/rasexec
2. edit/usr/cvfs/config/rasexeand modify RAS_EMAIL as appropriate.

After setting up natification, you may prefer to exclude certagmts to reduce the number of e-mail mes-
sages you rece This can be accomplished by addingerds that you wish to skip to the
RAS_EXCLUDE variable irusr/cvfs/config/rasexec

To aall an arbitrary recutable for each RASvent, simply irvoke a @mmand from/usr/cvfs/con-
fig/rasexec The first argument passed to reseis the event (e.g. SL_EVT_IO_ERR) and the second is the

detail string and these can be passed into your program. Be careful when choosing the command to run so
that it does not hang or cause other ill effects.

FILES
lusr/cvfs/ras/raslog
/usr/cvfs/ras/OLDraslog
lusr/cvfs/config/rasexec
lusr/cvfs/examples/rasexec.example

SEE ALSO
fsnamesevers(4), fsm(8), cvfs_failover (1)
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NAME
snhamgr — StorNext Highwailability Manager

SYNOPSIS
snhamgr[-m|-v] --primary

snhamgr[-m]-v] status

snhamgr[-m]|-v] start

snhamgr[-m|-v] stop

snhamgr[-m]-v] config

snhamgr[-m|-v] peerdown

snhamgr[-m|-v] peerup

snhamgr[-m]-v] force amith

snhamgr[-m|-v] clear

snhamgr[-m|-v] mode{ default|singlgconfig|locked}

DESCRIPTION
The StorNext High Railability System (HA) protects agnst data corruption from so-call&plit Brain
Scenarig which is when redundant servers are writing to common storage in an unconti@ylethwor-
mal operation, the StorNext product will not allancontrolled writes, but some types of haadevor soft-
ware failures can makthe system vulnerable. HA provides protectiomiagtsplit-brain scenarioby: 1)
monitoring for situations where the Primary server must relinquish control according to strict timing rules
and, 2) resetting the primary server before the secondary server could complete usurpation of control.
Adding an HA option to the configuration of each SNFS file systewvagegithe HA protectionsCreating
the /usr/cvfs/config/ha_pedile with the numerical IP address of the peer metadata servers (MD@3 allo
communication between fsmpm processes on the HA MDCs that reduces the chance of unnecessary HA
Reset incidents. These configuration changes afieisuf to establish HA protected redundant-server con-
figurations that: 1) do not include the Storage Manaapet 2) do not use the StorkteGUI. Configura-
tions that use those featurevdaore compla management requirements that are met by the HA Manager
Subsystem.

The HA Manager Subsystem automates operation of the HA system for configurations that include the
HaShared file system. It manages the HA operatindeandstatuson each of the tvservers. Theséwo

pairs of \alues describe the cluster state, which is essential for controlling the HA system so thattStorNe
can be started, operated, and stopped for administi@tivities while continuously maintaining protection
againstsplit-brain scenario Rules built into the HA Manager prent combinations of modes that could

put the cluster at risk. Rules built into StorNext components’ control scripis thkkir components to start

only when it is safe.

Warning: Modifications to StorNext softare that compromise the HA operating rules could result in data
corruption fromsplit-brain scenario

Modes are set on the local senend can be queried by either servThey are stored in a file to allwthe
modes to continue across reboots. The following are the modes and capabijit@iewie

default HA reset capability is enabledVhen the conditions for a potentsdlit-brain scenaricare detect-
ed, system-kernel software performs a safewdriven hardware reset, so-calleBhoot Myself In
The Head(SMITH). It has this name because of thayihat resets arevioked autonomously.
When a server cannot communicate with its pter peer is assumed to be runningdafault
mode. StorNet configurations without the HaShared file system operate without the HA Manager
in defaultmode at all times.

CAUTION: When transitioning the primary server fraimgle mode todefaultmode, verify that

the HA shared file system is aetied and that it has access to all of its disksdd his, run the
cvadminfsmlistcommand and verify that the state is not BLOCKED for the HA shared file system
FSM. If it is, then attempt to refresh the network paths to the meta-data disks usingdimincv
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disks efreshcommand. See the cvadmin man page for more detailed informationadmiov
commands.

locked HA reset capability is disabledstorNext components are prented from running. This mode can
be entered and exited automatically by scripts, so the server must continue running and communi-
cating while it is in this mode. It allows the peer server to operate Stowith HA reset capabil-
ity disabled insingle or configmode to allav administrative tasks without the risk afplit-brain
scenario When requested, tHecked sener must communicate its status,lscked mode is not
effective for servers that are rebooting or powered down.

CAUTION: If a secondary MDC itocked mode is rebooted or powered down while the primary
MDC is in configor singlemode, snhamgr may detect that the HA cluster is in\alidnstate. If

it does, it will attempt to safeguard the HA cluster by stopping StorNext on the primary MDC and
putting it intodefaultmode. D return the HA cluster back to the config state, check to ensure that
the secondary MDC is either powereflafd peerdown is set on the primary MDC or that the sec-
ondary MDC is running and its snhamgr mode is selbtked. Once this is erified, restart
StorNext on the primary MDC and then set its snhamgr mode backtig

peerdown
The peer server is out of service. This mode isvatgnt tolocked, but is certified by an adminis-
trator rather than reported by a server to its.p&he attribute is stored locallyThis mode is used
when the peer server is powered down.

In the event that the peer returns to service and begins to communicate, the assertion that the peer
is down becomesafse. Immediataction may be taken by the local server to transition itself to a
safe operating mode, which could trigger an HA reset. The best practice isangfathe serer

or deinstall StorNext before settipgerdowrmode, and to unset the mode beforevgring on the

server.

Note: Issuing thepeerdowncommand should only be done interegti, not by scripts, which
might lead to an operational mistakat produces arvaidable HA reset.

single HA reset capability is disabled. The peer server mugekedownrecommended) docked. The
singlemode is useful when an HA resebwld be unhelpful because there is no peer serverdo tak
over the cluster The peer server must peerdownrecommended) docked. An HA cluster can
be operated non-redundantly for an indefinite period irsiigle mode. Asener can transition
from default to single and from single to default without restarting StorNext.

config HA reset capability is disabled. The peer server mugteleedowror locked. The configmode is
meant for use when: 1) making changes to configuration files, and 2) stopping and starting
StorNet processes to apply those changes. When transitioning aainéiymode intodefault
mode, StorNext must be stopped, which ensures that all processes are started in the correct se-
quence.

OPTIONS
-m Output status in a format that may be easier to use in scripts.

-V Increase the verbosity.

COMMANDS
--primary
Set the primary status for the local s=rvThis is used by thenactivated(8) script after actiting
the HaSharedfile system. Note: This command is exclusiely for internal use by HA system
software. Use of this command outside of that comteould undermining HA protection and al-
low corruption of the SNSM database. The command cannot be run from a terminal as a precau-
tion.

status Return cluster modes and operating statugdlscommands return status; this one does nothing
else.

start  Stop each server when there is a need and transition both serverauib mefle, then bring up
the local server first followed by the peer srgo that the local server beconpeisnary and the
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peer server becomescondary

stop  Safely stop both seevs in the cluster without incurring a HA reset. The secondary server is
placed inlocked mode, which stops StorNext on that sgrthen theprimary sener is placed in
configmode and stopped, and then both servers are pefanltmode with StorNext stopped.

config First, check that the peer server islanked or peerdownmode. Thenplace the local server in
configmode. Thecommand must be run on tipeimary sener or either server when CVFS is
stopped on both.

peerdown
Certify that the peer server is powerefl dflote: This command should neer be run from a
script. Misuse could lead to an unnecessary HA reset or data corruption.

peerup Undo thepeerdownmode. Thecommand will fail if the local mode isonfigor single Run this
command before powering on the peer eerfhe local server will assume the peer isl@fault
mode until the peer stagshamgr_daemocommunications.

force gmith
Trigger an immediate HA reset if the local server igdéfaultmode. Thiscommand is meant for
use in health-monitoring scripts. The command i3 words to mak accidental firing less likely.

clear Remoe the file referenced by the HA_IDLEARED STARTUP environmentariable. Rurthis
after correcting anconditions that caused the previous failure of StorNext startup scripts.

mode=<modeval>
Set the mode of the local servemtodeval The mode is stored on the local server so that it per
sists across reboots.

config Set the mode toonfig The peer server must belotked or peerdowrmode.
default Set the mode tdefault The peer server can be inyanode.
locked Set the mode tlocked. The peer server can be inyanode.

single Set the mode tsingle The peer server must be limcked (recommended) goeerdown
mode.

USAGE
The snhamgrcommand can be used in scripts or intevalyti It is multi-threaded to allw simultaneous
invocations. Asimple status command &k about one second to complete, angles running a
StorNext script on each server to collect operational stafie stop, start, and config cluster commands
can tale veal minutes to complete, andvolve running seeral StorNext scripts on each serv Inter-
rupting thesnhamgrcommand during thexecution of one of these commands does not stop the command,
which may continue to completion in teehamgr_daemon

Care should be taken towad simultaneous contradictory actions that coulddeane or both servers in
need of manual intervention to restore proper StorNext production operation.

After completing a commangnhamgrprints out cluster status in one ofaviormats. Thelefault format
is easier for humans to read. Tneoption produces a one-line output that may be easier to use in scripts.

In the unlikely &ent that thesnhamgr_daemois not running, the status output displayeor for all of its
fields. Thebest action in thatvent is to determine the reason for the stoppage ofrthamgr_daemortio
correct the problem, and to restart the daemon wtvice start snhamgr

SEE ALSO
cvfs(1M), DSM_control(1M), ha_pee(1M), snhamgr_daemor(8)
Quantum StorNext UserGuide
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NAME

snhamgr_daemon - StorNext HA Manager daemon
SYNOPSIS

service snhamgx start|stop|restart|status}
DESCRIPTION

The snhamgr_daemagrogether with itsnhamgr(1M) command-line integice (CLI), automates some op-
erations of high-gilability (HA) redundant StorNext HA seevs. Itenforces rules of the HA Reset sys-
tem for preserving the HA protectionsaaigst Split Brain Scenariavhile allowing HA resets to be disabled
during administratie activities.

The snhamgr_daemoprocess runs continuously on seny after thg havebeen cowerted to HA with the
cnvt2ha.si(1M) script. These daemons provide a distiddl multi-tasking system that measures the state
of the cluster and communicates with §mlhamgrCLI to report and optionally change the state of the clus-
ter. StorNext component scripts makalls to thesnhamgrCLI at control points so that HA operating rules
are upheld.

Thesnhamgr_daemois started by thait.d (7) mechanism before gmther StorNext softare. Likewise,

it is stopped after all other StorNext software on shutdof the server operating system. This allows it to
communicate status to its peer and be called by StorNext scripts whether StorNext is running or stopped.
The daemon has a companiwatcherprocess that attempts to restart the daemon if it stops.

At startup, thesnhamgr_daemoreads the'usr/cvfs/install/.ha_mdfile to determine the operational mode
of the local server and to determine if the peereselmas been certified agerdownby an administrator
The file is updated when commands are issued to change teeéssendes. Thisallows the HA modes to
persist across reboots and StorNext restarts.

The daemon runs StorNext component scripts to measure or change the operational status ef dte serv
startup, when a request &es from thesnhamgrCLI, or when a request avds from the peer seer's
snhamgr_daemonThe snhamgr_daemooan tale actions to at these junctures to enforce the HA operat-
ing rules. Otherwise, trenhamgr_daemors idle.

Output traces for commands run by StorNext are captured ifuinevis/debug/hamgr_cmds_trafike.
Information in the file can be difficult to read because scripts are often run in parallel and the ouiput of se
eral commands can be interlaced. When the file s twgdytes at the start of a command, the file is
moved to /usr/cvfs/debug/hamgr_cmds_trace.alid a ne file is created.

ENVIRONMENT
The following environment variables are definedusr/adic/.profileand rgulate the operation ahham-
gr_daemon

SNSM_HA_CONFIGURED
The cnvt2ha.shscript creates the file referenced by 88SM_HA CONFIGUREDariable. When
the file does not exist, ttenhamgr_daemoexits, which means that the daemon only operates on sys-
tems having amaSharedile system (see thenfs_config5) andcnvt2ha.si{1M) man pages for de-
tails). Thesnhamgrcommand-line interface is still used by component scripts in HA configurations
without anHaShared file system, bt it: 1) does not communicate between servers, 2) reports both
seners as being idefaultmode, and 3) alays reports the statuses of the local servemasnfigured
and the peer server agknown

The walue of SNSM_HA_CONFIGURED i&isr/adic/install/.snsm_ha_configured he file should
not be modified except by Quantum support personnel.

HA_IDLE_FAILED_STARTUP
When an algorithm in the startup scripts detectsilaré to complete the previous startup, it creates
the file referenced by thisaviable to preent the looping of failed startups. When this fibeses,
StorNext will not start and thenhamgr_daemoreports the server mode fasled_startupand the sta-
tus asunknownfor both local and peer sams. Thevaue of HA _IDLE_FAILED STARTUP is
Jusr/cvfs/install/ha_idle_failed_startup

HAMGR_MAX_LOGSIZE
Controls the maximum size that tha_magr.out file can reach before awdog file will be started.
The value is a number followed by an optional sufixfgr Kilobytes,M for Megabytes,G for Giga-
bytes), or the stringnlimited, indicating that the file can growithout bound. The default is 1M and
the minimum is 64K.
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HAMGR_MAX_LOGFILES
Controls the number of olda_mgr.out log files that will be szed by fsmpm when the current log
file reaches its maximum size. There must be at least one, and the default is 4.

FILES
lusr/cvfs/install/.ha_mgr
Machine-written, human-readable value and timestamp for the locargande and the remote
servers potentialpeerdowrmode. Thdaimestamps tell when the modes were last changed.

Ivar/lock/subsys/snhamgr
This file prevents the running of more than one daemon, and provides an open-file link for stop-
ping the daemon and checking its status.

lusr/cvfs/debug/ha_mgr.out
Log file for thesnhamgr_daemon

lusr/cvfs/debug/hamgr_cmds_trace
Trace file for commands and scriptgdked by the snhamgr_daemon

SEE ALSO
cvfs(1M), snhamgr(1M), cnvt2ha.si(1M), snfs_config5), chkconfig(8), init (8)
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NAME

snlateng — Measure StorNext File System network latency
SYNOPSIS

snlatency pathnamgrepeaf
DESCRIPTION

The snlatency program allows measuring the round trip latefiom the StorNext client to the FSM
process on the MDC host. The file system to measure is selected pahthameparameter.

shlatencyuses a special RPC to the MDC in a loop to measure the time to send the message, the time for
the FSM process to service the request, and the time to send the response back up to the sysékm call le
The average ofrepeatcalls is aeraged and the latencies printed out in micro seconds.

If the MDC is not local, then the NTP clock algorithm is used to adjust for the difference betweea the tw
hosts docks before calculating the results, it is not used when the MDC the same host. The reason for this
is that the NTP algorithm assumes the lagencboth directions is the same and in effeetrages them

out. Comparinghe latencies seen between the client local to the MDC and remote clients wilh@lvo

much of the latencis caused by network infrastrucure.

EXIT VALUES
snlatecywill return 0 on success and non-zero on failure.

StorNext File System Nember 2011 156



SNLICENSE(1) SNLICENSE(1)

NAME

snlicense — Report StorNext license status
SYNOPSIS

snlicensg-t] [-v|]-m] license_typgnocap
DESCRIPTION

snlicensewill report on the current license status for the license type indicated. It will report if the license
is missing. It will also report on thexgration date and capacity for the license if it is present. The current
valid license types areserver, proxy, dedup, snfs_wasreplication, failover, maintenance and gateway.

The optionalnocap agument is for internal use only to peat a hang when certain components are not
fully initialized.

This information should be submitted to Quantum Technical Support when contacting them about license

issues.
OPTIONS

-t Will create temporary licenses if license.dat does not exist

-V Will cause more license info to be reported

-m Will cause the output to be printed in a machine readable format
USAGE

Simply execute the program with the desired license type. See examplesfbelmore info.

LICENSE EXPIRATION
When one license has expired all access to licensed features is suspended watiptieneof themainte-
nanceandproxy licenses. Thev option can be used to determine the expiration date of the feature and the
expiration date of all the licenses as a grolipe "License expiration" is when the feature will become un-
usable due to one or more licenses expiring and igedefriom the contents of the entire license filkhe
"Actual expiration" is when the feature will become unusable if there are no other expired licenses and is
decoded from the license string for that feature.

Note: It is invdid to mix expiring licenses with non-expiring licenses with the exception ofmifiate-
nanceandproxy licenses.

EXAMPLES
When the command is run the license info for the indicated StorNext feature is reported. Note that if license
status cannot be determined for a feature it is treated @dibhsed. Also note some featureséan as-
sociated capacity and some do not.
Some examples:

Featurededupis properly licensed for 10 terabytes and has no expiration:

% slicense dedup
- The dedup license status is: Good

% slicense -v dedup

- Found existing license: dedup

- License gpiration: None

- Actual piration:  None

- Licensed capacity: 10T

- Current used capacity: 2T

- The dedup license status is: Good

Featureeplication is properly licensed and has no expiration:

% slicense replication
- The replication license status is: Good

% slicense -v replication
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- Found existing license: replication

- License gpiration: None

- Actual piration:  None

- The replication license status is: Good

Featurdailover is not properly licensed, no license string in the license file:

% snlicense failwer
- The failover license status is: License Missing

% snlicense -v failwer
- The failover license status is: License Missing

Featurededup has a valid license but the capacity has been reached:

% slicense dedup
- The dedup license status is: Over Capacity

% slicense -v dedup

- Found existing license: dedup

- License gpiration:  None

- Actual piration:  None

- Licensed capacity: 10T

- Current used capacity: 11T

- The dedup license status is: Over Capacity

Featurededup has a valid license but the capacity could not be determined:

% slicense dedup
- The dedup license status is: Capacity Undetermined

% slicense -v dedup

- Found existing license: dedup

- License gpiration:  None

- Actual piration:  None

- Licensed capacity: 10T

- Current used capacity: UNKNOWN

- The dedup license status is: Capacity Undetermined

Featuresnfs_washas a valid temporary license that has not expired yet:

% slicense -v snfs_was

- Found existing license: snfs_was

- License gpiration:  ThuNov 123:59:59 2012
- Actual piration:  ThuNov 123:59:59 2012
- The snfs_was license status is: Good

Featuregatewayhas a valid license with no expiration:

% slicense -v gateay

- Found existing license: gatey

- License gpiration: None

- Actual piration:  None

- The gatevay license status is: Good

Featurdailover has a license but it has expired:

% snlicense failwer
- The failover license status is: Expired

% slicense -v failoer
- Found existing license: fail@r
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- License gpiration: ThuJan 123:59:59 2009
- Actual piration:  ThuJan 123:59:59 2009
- The failover license status is: Expired

SNLICENSE(1)

Featureserver has a alid license that does not expire but there is a license for fdatlareer that expires.
This is an inalid combination of expiring and non-expiring licenses:

EXIT VALUES

% snlicense server
- Having both permanent and temporary licenses is not allowed
(except for 'maintenance’ and DLAN ’'proxy’ licenses).

% slicense -v server

- Found existing license: server

- License gpiration:  Janl 23:59:59 2009

- Actual piration:  None

- Licensed capacity: 10 connections

- Current used capacityNA

- Having both permanent and temporary licenses is not allowed
(except for 'maintenance’ and DLAN ’'proxy’ licenses).

% snlicense failwer
- Having both permanent and temporary licenses is not allowed
(except for 'maintenance’ and DLAN ’'proxy’ licenses).

% snlicense -v failoer

- Found existing license: fail@r

- License gpiration: Janl 23:59:59 2009

- Actual piration:  Janl 23:59:59 2009

- Having both permanent and temporary licenses is not allowed
(except for 'maintenance’ and DLAN ’'proxy’ licenses).

snlicense will return one of the following upon exit.

SEE ALSO

oO~NOO O WNEO

No e rror, feature licensed and usable

F eature not licensed but not in use

C urrent feature capacity undetermined but feature not in use
F eature has no license string in the license file

F eature has a license but the expiration date has been reached

F eature has a license but the capacity has been reached

F eature has a license but the current capacity could not be determined

F eature license status could not be determined

| nvalid mixture of temporary and permanent licenses detected

StorNext File System Release Notes
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snmetadump — $a and process a cgf the StorNext File System metadata

SYNOPSIS

snmetadump -d[-c] [-bF] [-D <n>] [-f dump_filé FsName
snmetadump -a[-m [-s[-M]]] [ -bF] [-D <n>] [-f dump_fil§ FsName
snmetadump -r[-bF] [-D <n>] [-f dump_filé FsName
snmetadump -jjournal_file.. [-bF] [-D <n>][-f dump_filé FsName
snmetadump -x[-bF] [-D <n>] [-f dump_fil¢ FsName
snmetadump -X[-bF] [-D <n>] [-f dump_fil§ FsName

DESCRIPTION

The snmetadump utility provides the ability to create g adpphe file system metadata for use in restoring
a file system after a disastérsome portion of the StorMefile system is lost, the file system metadata can
be restored from a cgmf the metadata dump file.

In a managed StorNext environment the metadata is kept up to date using special restore journal files.
These restore journals describe the metadata updates that must be applied to a metadata dump to bring the
dump up to date with the current file system metadata. In the case of a disaster and metadatalteco
managed files on the file system will be restored as long ya$ddebeen stored to tape. When the file sys-

tem is accessed after the metadata has been restored all files are in the "tape-only" state, meaning that the
file will contain the data of the last gpptored. On a managed file system the process of keeping a metada-

ta dump up to date by applying restore journal files is performed by the daily backup processing.

NON-MAN AGED USAGE

A StorNext metadata dump has limited uses in a non-managed environment. On a non-managed file system
the dump only matches the state of the metadata until the file system manager (FSM) process is started. Af-
ter this point metadata and data wilveahanged and the dump file is out of datewideer, saving a coly

of the metadata isaluable during significant file system or hardware configuration changes, and during
software upgrades. If accidental misconfiguration or data loss is encountered the metadata dump can be
used to restore the state of the metadata.

To aeate an snmetadump manually:

1. Stop the FSM.

2. If feasible, run cvfsck to verify the correctness of the metadata. This mayatagnificant
amount of time depending on file system size and speed.

3. Runsnmetadump -cdFsNameto create a e metadump. Thisnay tale a sgnificant amount of
time depending on file system size and speed.

4, Restart the FSM.

If an issue arises requiring restoration of metadata, the following procedure should be used:

1. Restore the original file system configuration file thaswresent when the metadump was creat-
ed.

2. Prepare the metadump for rest@mmetadump -amFsName

3. Restore the metadumgnmetadump -r[-f dump_fil@ FsName

Note that if restore journals are not enabled, restoring a metadump will cgusieaages to file system
metadata made after the metadump was created to be lost.

The metadump is only useful for restoring the state of the metadataagialid, consistent configuration
file. It will not roll back configuration changes or repair broken configurations.

METAD ATA RESIZING

The preferred way of expanding a file system is by adding stripe groups using the cvupdatefsiomiity
eve, in ome scenarios it is necessary to resize existing stripe groups. In partidalaray be necessary
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when recgering from a disk array failure where the replacement disk array is not the same size as the origi-
nal. Thesnmetadumputility provides a limited mechanism to alldhis.

The replacement stripe groups mayéa dfferent number of LUNs in them and those LUNs may be of
different sizes than the original LUNs. No other aspect of the stripe group configuration may be changed or
data loss may result.

In particular the stripe breadth of the stripe groups cannot be altered during restore, so it is important that
the original stripe breadth value is still suitable for the altered stripe group or performance degradation may
result.

If decreasing the size of stripe groups is requiredFdMameusage report file in the metadump directory

should be consultedThis report file is updatedrery time snmetadumpapplies restore journals and indi-

cates the minimum size that each stripe group could be decreased to, based on the existing data in the stripe
group.

To restore metadata to stripe groups thaiehaeen resized by changing the size of the LUNS, the number

of LUNSs, or both:

1. Create a backup cgpf the file system configuration file and the metadump file. Restore these
files if the resize operation should fail or need to be aborted yarason.

Runsnmetadump -aFsNameo optimize the metadump.

Alter the file system configuration file to include the desired LUNs in each stripe group. Do not
alter the number of stripe groups oyarther aspect of the storage layout.

4. Runsnmetadump -a -s -m -MFsNameto prepare the metadump for metadata restore when the
size or number of metadata disks has changed. The -M option disables the truncation of files for
file systems where StorageManager or Snpadienabled. File truncation is necessary aralla
normally occur when preparing the metadump for restore in disasteengcgo if the resizing of
metadata disks is in conjunction with disaster vegg do rot use the -M option.

Runsnmetadump -rFsNameto restore the metadump.
Run cvfsck to verify correctness of the restored metadata. (Recommended)

NOTES

When saving a cgpof the metadata it is recommended that copies of the file system configuration files are
saved too.

It is alays recommended thavfsck(l) is run before a metadata dump igesia This will ensure that there
are no metadata inconsistencies copied to the metadata dump.

WARNING: Incorrect usage of this utility can result in data lossvays refer to the StorNext documenta-
tion before using this utility.

USAGE
-a Apply Metadata Changes - apply completed restore journals to the metadump and optimize the
dump. Thisoption will also close the current restore journal, opervarastore journal, then lo-
cate and apply the restore journals that need to be applied to the metadata dump. The backup
process will ioke snmetadumpwith this option as part of the nightly backup on a managed file
system. Thioperation must be performed in order for storage manager to read the dump file.

-b Display the build information for this binary

-C This option can only be run with thd option. Clearup metadata dump, restore journal and tem-
porary files associated with a file system. Whenva metadata dump is generated, previous re-
store journals are no longer needed or valid. Wheoked with this option,snmetadump will
check the metadump directory for files to clean up. This option cannot be undone, so it is recom-
mended that all existing dump and restore journal files be backed up priectitian.

-d Dump Metadata - Read in the file system metadata aredas@py to a nmetadata dump file. This
file can later be used to replace lost metadata in the case of sgdtem fTheFSM must be
stopped while the metadata dump is performiéds recommended to use cvfsck to check the con-
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-D <n>

sisteny of the metadata before creating avmaetadump where feasible.

Turn on debugging flags (useful for support personnel only).

—f dump_file

~F

Specify the name of the dump file to create or process. If ngufreant is gien then the defult
dump file will be used. The default/issr/adic/database/metadumps/metadurapame.

Force the operation. Override the state of a meta-dump which is undetermined or potentially in-
complete. Only use this flag at the recommendation of StorNext technical support.

—j journal_file

Apply the specified restore journal to the metadata dudTE: Normally, this option would be

used only if there is a journal that needs to be applied manually just prior to file system restoration.
This option is needed only if a journal needs to be applied outside of normal -a processing. After
using-j to apply a journalsnmetadumpcan no longer track which journalsvieaor need to be ap-

plied, so either the metadata dump must be used to restore the file systenwometaump

needs to be created.

Prepare a metadata dump for restore. The -m flag must be provided with the & tfiagfile
system configuration indicates StorageManager or SryHslanabled, this process will also trun-
cate all files to alle for retrieszal from tape after the restoration process.

Use this option when the only reason for preparing the metadump for restore is because the size or
number of metadata disks has changed. This option can only be used with the -s option. It disables
the truncation of files for file systems where StorageManager or SniRoéicabled. File trunca-

tion is necessary when preparing the metadump for restore in disasteryegndo rot use this

option if metadata disk resizing is in conjunction with disasteneego

Restore Metadata - Read metadata state from the dump file anild thb file system metadata.
Metadump must be prepared for restore using the -m flag before restoring. All StorNext binaries
and configuration files must be restored before this step can be processed.

Resize Stripe Groups - Modify the metadump to reflect modified stripe group sizes in the configu-
ration file. Must be used during restore preparation in conjunction with the -m flag. See abo

Examine a metadata dump - Verify the format of the metadata dump

Test the metadump status terify that the metadump is valid and usableshynetadump In ad-
dition this check will test the metadumprsion to ensure that the metadump file is compatible
with this version osnmetadump If the metadump is usabémmetadumpwill exit with a status

of 0. If the metadump is not usalsiemetadumpwill exit with a status of 1.

MORE NOTES
On a managed file system it is important to note shatetadumpis a single piece of a larger backup and
restore procedure. Be sure to refer to the StorNext documentation before attempting to use this utility.

Incorrect usage of this utility may result in data loss.

The snmetadump utility depends on adequate free metadata space toerdide system metadata. It is
recommended that managed StotfNide system usexelusive metadata stripe groups to peat data files
from taking up needed metadata space. In the case whesemis¢adumputility determines that there is
not enough metadata space to manage disasteergammetadumpwill fail and recommend that an ad-
ditional metadata stripe group be added. Seevwbpdatef{1) man page for more details on adding stripe

groups.

RETURN VALUES

0 - Success
1 - F ailure - There was an error processing the metadata dump
2 - Dump Busy - The dump is being processed by another instance of

snmetadump Try again laterSeeMORE NOTES section.
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FILES
/usr/adic/database/metadumps/
Default location of metadump files for managed file systems

lusr/cvfs/datéfsName
Default location of metadump files for unmanaged file systems

metadumpg=sName
Metadump file

metadumpg=sNamedock
Temporary file lock for metadump file

restore_journalFsNameseqno*
Restore journal files.

FsNameusage
Metadump resizing report. See &bo

SEE ALSO
snfs_config5), cvmkfile(1), cvfsck(1), cvupdatefq1), cvadmin(1)
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NAME
snpoligy — View and Administer StorNext Poljcand Event Information

SYNOPSIS
Linux only.

Help Commands
snpolicy -help
snpolicy -helpdebugflags

List/Report Commands
snpolicy —backlog=pathnamd-event={ deletdingesisourcdtarget|trunc was_deletg]
snpolicy —bpstatsgpathname
snpolicy —dump=pathnamd-event={ deletdingesisourcgtarget|trunc [was_delet¢]
snpolicy —listactve=pathnamg—progresq [-interval=secondp
snhpolicy —listbacklog=pathnamd-event={ deletdingesisourcdtargetjtrunc jwas_deletg]
snpolicy —listfilesystemshost
snpolicy —policystatepathnamd-interval=secondp
snpolicy —policystatesspathnamd-interval=secondk
snpolicy —report=pathname
snpolicy —reporthole=pathname
snpolicy —reportrep=pathname
snpolicy —repstatuspathnamg-interval=secondp

Pdlicy Manipulation Commands
snhpolicy —assignpolicyspathnamg —inherit |-name}=policy
snpolicy —createpolicyspathname-name=policy [-policy=policy attrg
snpolicy —deletepolicyspathname-name=name
snpolicy —dumppolicy=pathnamg—-name=policy] [ -key=key]
snpolicy —listpolicies=pathname
snpolicy —removepolicy=pathname
snpolicy —updatepolicy=pathname-name=policy [-policy=policy_attrg
snpolicy —updatereppolicy=pathname-key=key { —inherit |-name}=policy

Replication Execution Commands
snpolicy —replicate=pathnamd-wait]
snpolicy —replicateforce=pathnamg-wait]
snpolicy —replicatetest=pathnamd-wait]

Replication Namespace Management Commands
snpolicy —exportrepcopy=filesysten+key=key —copy=copy[—path=pathnamé
snpolicy —listrepcopies=filesystenj—key=key]
snpolicy —mvrepcopy=filesystem-key=key —copy=copy-path=pathname
snpolicy —repcleanup=pathname-key=key [-copy=cop}] [-path=path
snpolicy —rmrepcopy=filesystem-key=key [-copy=copy-allcopieq

Replication History Commands
snpolicy —listrephistory=pathnamg-count=numbef
snpolicy —rephistory=pathnamg-count=numbet
snpolicy —rmrephistory=pathnamg-count=numbef

Administrati ve Commands

snpolicy —compact=filesystenj-suspend-resumg-wait]
snpolicy —debug=filesystenj—dflags=valug
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snpolicy —reconcilerefs=filesystenj—force] [ -wait]
This command should be used VEBarefully and only under the guidance of Quantum technical
assistance.

snpolicy —reloadconfig=filesystenj-config=wag

snpolicy —rundelete=filesystenj-suspend-resumg-wait]

snpolicy —rundeletewasilesystenj—{ suspendresumgwait}]

snpolicy —runingest=filesystenj—key=key] [ -atime=agq [-suspend-resumg-wait]

snpolicy —runreplicate=filesystenj-suspend-resumg-wait]

snpolicy —runtruncate=filesystenj—key=key] [ -atime=agd [-space=sizq [-suspend-resumg-wait]

Miscellaneous Commands
snpolicy —dumpstream=file
snhpolicy —regen=filesystem
snpolicy —reingest=pathname
snpolicy —repcancelspathname
snpolicy —retrieve=pathname
snpolicy —skip=pathnamd-event={ nongdeduplreplicatejtrunc|was} . ..]
snhpolicy —truncate=pathname
snpolicy —update=pathname

DESCRIPTION
snpolicy provides the primary command line intace for viewing and managing StorNext File System
policies. Eaclsnpolicy command requiresxactly one command diregd. Mary haveadditional required
directives (listed), most hae gtional directves (also listed), and all are allowed additional options (below).

The snpolicy command provides diregis to aeate, gamine, and modify file system policies, to attach
and detach policies to and from file system directories, to obtain statistics aboytgrolan file system
operations, and to monitor and initiate policyvenifile system operations.

OPTIONS
The following options may be used withyasf the commands listed ab®

—dflags=valud,value..]
The-dflagsoption sets the specified internal flags enabling tracing of operations duringtbe e
tion of snpolicy. Multiple flags may be specified by separating the flags with comivfeescom-
mand

snpolicy —helpdebugflags

will print information on the recognized flags, which include:

general General Information

bfst Blockpool communication
events Event Processing

thread Thread tracing

policy Policy tracing

replicate Replication tracing
truncate Truncation tracing

dmapi Dmapi tracing

stream Replication stream tracing
deepstream Detailed Replication stream tracing
inode Replication inode tracing
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sched Scheduled replication tracing
ingest Ingest @ent processing

api Snpoligy api

stats Statistics generation

perfs Performance reporting

was Wide Area Storage processing
wascurl Wide Area Storage curl tracing, this

sets CURLOPT_VERBOSE in libcurl

Note, when the debug flazerfs is enabled, replication performance data is not written to log file
snpolig/.out, instead, it is written to a file undesr/cvfs/data/FsName/rep_performance

—-verbose

Most snpolicy commands will also print additional information if theerbose option is speci-
fied.

DIRECTIVES
Directives ae used in conjunction with commands per the synopses, and may be either mandatory or op-
tional. Directves aher than those listed in the individual synopsewalvall be either ignored or rejected
by snpolicy.

—atime=age
Declares that files accessed during the dgstseconds are ineligible for selectioAge must be
specified in seconds.

—copy=copynum

Defines the namespace gdp be managed by target namespace administration.
—event={ deletdingesisourcdtarget|trunc}

For the dump, backlog, and listbacklog commands, print or dump only statistics associated with
the particular eent type. Only oneent type may be specified.

For dump, if no event type is specifiedyathnameanust be a regular file containingeats. Other
wise, pathnamemust be a directory in the file system or ppleing "dumped."Thedump com-
mand is primarily for internal or debug use.

—event={ nongldeduplreplicate|trunc}
For the skip command, the ~went option specifies arvent type or types of interest. The daft

is none Multiple types (other thanong are specified by using the option more than orfeer.
instance:

$ ;policy —skip=path-event=dedup —event=trunc
—inherit=policy
Every policy must hae havea parent policy. Policies dynamically inherit unset attributes from

their parent polig. By default ary new policy’s parent is theglobal policy, but others may be de-
clared.

—interval=seconds
This directive is meaningful only for commands that monitor and report stafiiee command will

be repeated at the specifiaterval (in seconds), allwing the monitoring of ongoing activity with
a sngle command.
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—key=key

Each file or directory in a filesystem that has an associated/ @dic has an inheritance chain
that makes up its fefctive licy. If a key is gecified, the command will refer to only the at-
tributes/poliy specified in the &yed poliy (omitting attributes and policies obtained from the in-
heritance chain) rather than the cumukagolicy, which may hae components from a variety of
individual policy specifications.

—name=policy
The name of a polic Every filesystem has a default pgtibamedglobal and one namethrget.
Administrators may create additional policies, name them, and assign them to files and directories.

With the inheritance of policies, individual files and directories mag haumber of policies that
contribute attributes to their effeati plicy.

—path=pathname

This directve is meaningful only for thanvrepcopy, exportrepcopy andrepcleanup commands.
It specifies an absolute pathname to rename the specified replicatydio.cop

-progress

This directive is meaningful only for commanlistactive. It collects and displays detailed replica-
tion progress information for an agtireplication stream.

—spacesize

Specific to theuntruncate command, the space=sizedirective dlows the user to request that the

given amount of space be freed upizeis in units of 1024-byte blocks; multipliers may be used
(K=1024, M=(1024*1024), G=(1024*1024*1024).he runingest command also accepts this di-

rective hut ignores it.

—resume

Resume a previously suspended processing task, used with the vanmoosmmands.

—-suspend

Suspend a processing task, used with the varsfamscommands.

—-wait

A wait directive will cause the snpoliccommand to it (block) until the process completes be-
fore «iting. Only one of these options may be used ig emmmand; if more than one is speci-
fied, only the last has effect.

Target Namespace Administration
On a replication taget, thelistrepcopies command will list all of the \ailable copies of data from all
sources. Thesean be manipulated using tegportrepcopy, mvrepcopy andrmrepcopy commands.ex-
portrepcopy will remove a ramespace from administration by the system; it can then be used without the
possibility of the underlying data being reved by the system.mvrepcopy renames a namespace to a dif-
ferent location while still &eping it under management of the systemrepcopy will remove a mmes-
pace from the system. Tladicopiesoption will remave dl namespaces.

In each of these commands, ey parameter is the targe¢k dsplayed bylistrepcopiesand thecopypa-
rameter is the cgpnumber displayed in the output.
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Converting a Target Namespace into a New Policy
If a replication target needs to be used for vegppurposes, then a namespace needs to be selected and
corverted into a normal policdirectory This directory can then ke a rew plicy assigned to it and used
locally, or replicated to another system. Tie@cleanupcommand can be used to actadhis.

First select the directory to be a@ried into a ne policy, usesnpolicy -listrepcopiesfor this, select the
local poliy key and copy number to use.Next, use thesnpolicy -repcleanup=/mount -ley=key
-copy=copycommand to clean up the replication state and promote the namespace to be lihsenef
the polig directory tree. The option -patpath can be used to rename it to avrlecation. Thidirectory
may nav havea new policy assigned to it usingeassignpolicy or havethe polig/ removed usingremove-
policy.

Note that if the-path option is used and the palics within a storage manager relation point, thes path
must be within the same relation point.

Pdlicy Attributes
Policies are comprised of sets of named and typedwatisb Bysetting attributes in policies and assigning
policies to directories and files, administrators direct the operation of file systems, replication, and dedupli-
cation.

Attribute Types
Every attribute has type Attribute types areboolean decimal intger, scaled intger, interval, enumerat-
ed typeor string. String attributes may require particular formats.

Boolean

Booleanattributes may taé on he values ofrue or false or equivalently 1 or O, yes or no, or on
or off.

Decimal Intger

Decimal intger attributes tak on nteger (positve a negdive) values. Thg must be specified as
decimal numbers and may be constrained to a range of acceptable values.

Scaled Intger

Scaled intger attributes are similar to decimal integer values, but may be specified in octal (lead-
ing 0) or hexadecimal (leading Ox), and may optionally beengiscaling factors (K=1024,
M=(1024*1024), G=(1024*1024*1024)They too may be constrained to a range of acceptable
values.

Interval

Interval attributes may be assigned values iy af seveal formats. An interval is a (non-rga

tive) number of seconds and may be specified as a decimal nurbematively, they may be
specified in a "clock” format separated by colons where each subsequent leftward field is multi-
plied by an additional 60Thus, ninety minutes might be specified "1:30:00" (1*3600 + 30*60 +

0) or "5400" (seconds). Or themay be specified with postfix time unit signifiers 's’ (seconds),

'm’ (minutes), 'h’ (hours), and 'd’ (days), and 'w’ (weeks). Ordering is not critical. aarple

above oould also be specified "1h30m" or "90m" or "30m1h".

Enumerated Type

Enumeated typeattributes may be gen any one of a specified set of values pertaining to the spe-
cific attribute.

String

String attributes may require particular formats (e.g., pathnames, schedules, reguéssons,
...) accordingo the particulars of the attrite. Stringattributes are terminated by end-of-string,
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a oomma (preceding another attribute specification)if ohe attribute value begins with a double
guote, by a matching double—quote. There is no method for escaping a literal double—quote sym-
bol. Within an unquoted string value, there is no method for escaping a comma.

Be awvare that shells will generally strip fathe outermost quotes ixgressions. E.gtp put a comma in a
string value:

snpoliy —updatepolig /stornext/test —-name target \
—policy rep_target=""target://stornext/2008,09@mach-dst:""

Note that the paired single—quotes are swallowed by the shell, leaving the double—quotes intact.
STANDARD ATTRIBUTES

ATTRIBUTE-NAME  TYPE

name string (thispolicy’s name)

inherit string (thispolicy’s parents name)

key decimal integer

root string (polig/’s root directory)

affinity string

ingest_off string (crontab—formatchedule string)
dedup boolean

dedup_filter boolean

fencepost_gap
max_seg_size
max_seg_age
dedup_age
dedup_min_size
dedup_seg_size
dedup_min_round

dedup_max_round

dedup_skip
dedup_pri
dedup_bfst

was

was_id
was_namespace
was_age
was_min_size
was_seg_size
was_skip
was_pri

trunc

trunc_age
trunc_min_size
trunc_low_water
trunc_high_water
trunc_stub_size
trunc_skip
trunc_pri
rep_input
rep_output
rep_subtree
rep_dedup
rep_compress

StorNext File System

scaled integer
scaled integer
interval
interval
scaled integer
scaled integer
scaled integer
scaled integer
string

decimal intger
string

boolean

string

string

interval
scaled integer
scaled integer
string

decimal intger

boolean

interval
scaled integer
decimal intger
decimal intger
scaled integer
string

decimal intger

enumerated type

boolean
boolean
boolean
boolean

(regex; files not to dedup)
(dedup_prin [0..999])
(name/address blockpool server)

(theid in was.conf)
(thenamespace in wide area storage)

(reggex; files not to store)
(was_pri in [0..999])

(trunc_lev_water in [0,100])
(trunc_high_ater in [0,100])

(rggex; files not to truncate)
(trunc_prin [0..999])
{true|false|disabled}
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rep_encrypt boolean
rep_report boolean
rep_target string (replicatiortarget (see below))
rep_inline_size scaled integer
rep_copies decimal integer
rep_realize string (formatstring for target pathname)
rep_callout string ((script)pathname, sefeisr/cvfs/bin/rep_calloit
rep_name string (nameon replication target)
rep_relation string (configureeplication to this TSM relation point)
rep_skip string (rggex; files not to replicate)
rep_off string (crontab—formatchedule string)
rep_pri decimal intger (rep_prin [0..999])

rep_target

The rep_tame attribute has unique qualitied/Vithin ary one polig, the rep_target attribute may be as-
signed multiple &lues. Success values do not replace previous values —— all values are kept as an array
of strings. Inheritance is normal: if rep_target is set in a polaues from other policies are not inherit-

ed.

Each assigned value has a format:

[cron—spec]targetlist...
The optional cron—-spec determines times during which replication is scheduled. The standard spec recog-
nizes, succesgly, minutes, hours, days—of-month, months, and days—-of-week. An asterisk ("*") is a

wild—-card, matching all igd values for that field Ranges may be specified by separating values with a mi-
nus-sign ("-"), or as a list separated by comnfasange may be augmented with a slash ("/") and a step.

Thus, the following specifies hourlyey week dayomitting Saturdays and Sundays:
[0***1-5]
This specifies\eery 3rd day of gery month (1, 4, 7, ... 31):

[001-31/3 **]

The cron-spec parser also recognizes "@reboot", "@yearly”, "@annually", "@monthly", "@weekly",
"@daily", "@midnight", and "@hourly". The following is egaient to "[ 0 * * * * ]".

[ @hourly ]

If the braclets and cron—-spec are omitted, replication to the targetlist is permitted tanan Thetarget
list is a list of hostnames and paths to which replication may be done in the format:

target:/pathnamé@host_nammport
For instance:
rep_target="[* 9-16 * * *target://stornext/vids1_dup@backup2:"
schedules replication during the hours from 9AM - 4:59 PM to Hmstkup2s mount point

/stornext/vids1_dupevey day (Monday — Sunday), and uses theadifport. At present, the port specifi-
cation is ignored. Multiple schedules might be enabled:
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rep_target="target://stornext/vidsO_dup@backup0:"

rep_target="[* 9-16 * * *target://stornext/vids1_dup@backupl:"

rep_taget="[* 17-23 * * 1-5]taget://storngt/vidsl_dupnight@backupl: get://stornext/vidsaltl_ dup-
night@backup2:"

which enables replication to host backup@tane, and schedules the replication obteopies on week-
nights between 5PM and midnight in addition to a single daily sopeduled between 9:00 AM and 4:59
PM. (Notethat a blank is required before the second and subsedaiget:’ literals within one rep_tget
vaue.)

The pathnameamust be prefixed with a StorkiEemount point that exists on the target host. Directories and
pathnames beyond that point will be treated similarly to those presentrapthiealizeattribute including,
potentially,%N, %H, %D, and similar specifiers.

It may also be sfiked with a directie 2nherit =policynamewhich will cause the specified target directory
to inherit the named polic Once specified and initially replicated,viever, the inheritance may not be
changed.

rep_callout
Therep_calloutattribute, if set, should be set to the pathname of a scriptesuable program. The pro-
gram will be called at various points before, during, and after replication. It may be set on either or both of
the source and target hostsdlved in replication.Various arguments are provided to it to allooordina-
tion and control of other activities with replicatio&see /usr/cvfs/bin/rep_calloufor a template callout
script and further documentation of its arguments.

Regex Attributes
The attributes markedréged’ are interpreted as POSIX.fhmatch(3)style rgular epressions. The
rep_skip, trunc_skip, and dedup_skip atitéds are matched against filenames: files that matchadre
replicated, truncated, or deduplicated, respelgti

Scheduling Attributes
The rep_off anddedup_offattributes determine times during which replication and deduplication are dis-
abled. crontab(5) describes the formatt.g., to disable processing during 9AM - 5PM Monday-Friday
the format:

[* 9-16 * * 1-5]

could be used for these strings.

Realize Formats
A directory in a file system can be replicated - but not the entire file syRepilication creates copies of
an existing directorg nramespace. Thereated copies must be assigned names; the assigned names are de-
rived from the rep_realize string attributes on the source and target host directories. String substitutions are
made on theep_realizestring to obtain the me pathnames. Th&6’ character introduces a substitution;
the character immediately following a '%’ character determines the kind of substitution.

%D

The ISO 8601 date format (YYYY-mm-dd).

%F

A hexadecimal representation of the source file system ID.
%H

The source hostname as supplied by the solMoge that in an HA configuration, this will change when
failover occurs.

%K

A decimal representation of the sourey kalue.
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%N

The policys rep name.
%P

The source path.

%T

The time (hh_mm_ss).

BUILT-IN POLICIES
Several policies are "built in" to StorNext File Systems. ¥laee named:
default (compiled in cannot be changed)
global (inherits from default)
config (inherits from global)
target (inherits from global)

Administrators may update or modify these policies, and assign them to directdi@inistrators may
also create and modify wepolicies, and similarly assign them to directories. Policies may be inherited by
files and directories from the directory yheside in.

If inheritance is not specified, wmewly created polig inherits fromglobal. Inheritance is dynamic ——
changes made to attributes of tiiebal policy affect the values of unspecified attriés in policies that in-
herit fromglobal, specifically including policies created before the changes were made.

The target policy is unique. Thevalue of itsrep_input attribute determines whether the file system will
allow its use as a target of replicationherep_input attribute may tak on te \aluestrue (allow replica-
tion to use this file systemiglse (do not allav replication to this file system), amlisabled (temporarily
disallow replication to this file system).

EXAMPLES
To dbtain a list of a hosd’filesystems and whether or notyhmay be used for replication or deduplication,
thelistfilesystemsdirective may be used with a hostname.

$ snpolicy -listfilesystems rh—pair-a

(1) [1208 10:48:50] SNAdmin initialized (SNAdmin_Init).
fsname: b-paifreplication dedup] up 17:34:54
mount:  /stornet/b—pair

blockpool: Runningip 17:35:10

fsname: a-paifreplication dedup] up 17:35:12
mount:  /storngt/a—pair

blockpool: Runningip 17:35:10

This shows that hosh—pair—-a has two mounted filesystems that support replication and deduplication.

To list the existing policies on a StorNext File System, uséidtpolicies directive:

# snpolicy -listpolicies /stornext/a-pair

(1) [1209 17:17:53] SNAdmin initialized (SNAdmin_Init).
(1) [1209 17:17:53] NS Connect Handle: 0, Ref count: 1
NAME: default

NAME: global inherits from: default
NAME: rep_realize_test inherits from: global
DIR: /stornext/a-pair/rep_realize_teseyk21)
active: rep inheritdrom: rep_realize_test

Replication is set up and managed through the use of polidiere is an example that replicates a directo-
ry in a filesystemjstornext/fssourceon a tost, src, to a fget directory in filesystenistornext/fstaget, on
hosttgt. First, the built-in polig target is updated on the tget host to permit replication to the target file

StorNext File System March 2011 172



SNPOLICY(1M) SNPOLICY(1M)

system.

tgt# snpolicy —createpolicy /stornext/fstarget \
—name target \
—policy rep_input=true

On the source host, create a ppliescribing the replication, and permit replication export from it:

src#/usr/cvfs/bin/snpolicy —createpolicy=/stornext/fssource \
—name=rep_realize_test\
—policy="rep_output=true,rep_target=target://stornext/fstarget@tgt:’

Next, create the source directory for export, assign the exporygolit, and put a file into it to test repli-
cation:

src#mkdir /stornext/fssource/rep_realize_test

src#cep /var/log/messages /stornext/fssource/rep_realize_test/messages

src#/usr/cvfs/bin/snpolicy \
—assignpolicy=/stornext/fssource/rep_realize_test\
—inherit=rep_realize_test

(1) [1118 16:56:32] Assigned poiikey 44.

Ensure that no files exist on the target host that would interfere with replication:

tgt# rm —rf /stornext/fstarget/rep_realize_test

Test replication.

src#/usr/cvfs/bin/snpolicy \
—replicateforce=/stornext/fssource/rep_realize_test \
—wait

Verify replication occurred on the target:

tgt#ls —I /stornext/fstarget/rep_realize_test
total 1776
—rwW——————-— 1 root root 1815148 De2 11:26 messages

$ snpolicy —dumppolicy=/stornext/snfs1
(E) [0813 12:04:03] /stornext/snfsl is not a managed directory.

$ snpolicy —dumppolicy=/stornext/snfs1 —name=global
global

name=global
inherit=default

dedup=off
dedup_filter=off
max_seg_size=1G
max_seg_age=5m
dedup_age=1m
dedup_min_size=4K
dedup_seg_size=1G
dedup_min_round=8M
dedup_max_round=256M
dedup_bfst="localhost"
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fencepost_gap=16M
trunc=off
trunc_age=365d
trunc_low_water=0
trunc_high_water=0
rep_output=false
rep_report=true

$ snpolicy —dumppolicy /stornext/a—pair —-name rep_realize_test
(1) [1209 17:35:45] SNAdmin initialized (SNAdmin_Init).
name=rep_realize_test

inherit=global

dedup=off

dedup_filter=off

max_seg_size=1G

max_seg_age=5m

dedup_age=1m

dedup_min_size=4K

dedup_seg_size=1G

dedup_min_round=8M
dedup_max_round=256M
dedup_bfst="localhost"

fencepost_gap=16M

trunc=off

trunc_age=365d

trunc_low_water=0

trunc_high_water=0

rep_output=true

rep_report=true
rep_target="target://stornext/b—pair@rh-pair-b:"
rep_realize="test_rep_new"

$ snpolicy —backlog=/stornext/a—pair/rep_realize_test
blocklet OKdata in O eent

blocklet_truncate OKlata in O gent

blocklet_delete  OKlata in O gent

replicate_src 143940HKata in 1 eent

replicate OKdata in 0 eent

$ snpolicy —backlog=/stornext/a—pair/rep_realize_test ~ent=dedup
blocklet OKdata in O eent

$ snpolicy —backlog=/stornext/a—pair/rep_realize_test ~@nt=delete
blocklet_delete  OKlata in O gent

$ snpolicy —dump=/stornext/a—pair/rep_realize_test ~eent=delete
blocklet_delete  OKlata in 0 gent

$ snpolicy —policystate=/stornext/a—pair/rep_realize_test
/stornext/a—pair/rep_realize_test:
Deduplicated: Giles OKbytes

Backlogs:
Ingest: Ofiles OKbytes
Truncation: (files OKbytes
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Replication: 29iles 417426Kbytes

Processed:

Ingested: Tiles 14394Kbytes
Retrieved: 0 files OKbytes
Truncated: 0 files &bytes

Replicated: Giles OKbytes
Network data: 0/0 Kbytes sent/reoad

$ snpolicy —policystates=/stornext/a-pair/rep_realize_test
/stornext/a—pair/rep_realize_test:
Deduplicated: Giles OKbytes

Backlogs:

Ingest: Ofiles OKbytes
Truncation: (files OKbytes
Replication: 3Files 460608Kbytes
Processed:

Ingested: Tiles 14394Kbytes
Retrieved: 0 files OKbytes
Truncated: 0 files &bytes

Replicated: Giles OKbytes
Network data: 0/0 Kbytes sent/reoad

$ snpolicy —report /stornext/c—pair
/stornext/c—pair/src_realize_test: [ 1835190 1835195] ROOT
[/stornext/c—pair/src_realize_test/snpolicyd.c
policy: 1835190 inode: 1835203
flags: TARGET NO_AG
mtime: 2009-11-18 17:09:50.903904553 CST
ingest: 2009-11-18 17:09:50.903904553 CST
size: 16778lisk blocks: 64
seqno:  &lksegno: O
/stornext/c—pair/src_realize_test/sn_rep_export.c
policy: 1835190 inode: 1835204
flags: TARGET NO_AG
mtime: 2009-11-18 17:09:50.927901358 CST
ingest: 2009-11-18 17:09:50.927901358 CST
size: 500545lisk blocks: 128
seqno:  &lksegno: O
/stornext/c—pair/src_realize_test/sn_lowspace.c
policy: 1835190 inode: 1835205
flags: TARGET NO_AG
mtime: 2009-11-18 17:09:50.871908812 CST
ingest: 2009-11-18 17:09:50.871908812 CST
size: 1061alisk blocks: 32
seqno:  &lksegno: O
/stornext/c—pair/src_realize_test/dm_blockletrs.c
policy: 1835190 inode: 1835206
flags: TARGET NO_AG
mtime: 2009-11-18 17:09:50.496958726 CST
ingest: 2009-11-18 17:09:50.496958726 CST
size: 62104lisk blocks: 128
seqno:  &lksegno: O
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$ snpolicy —repstatus /stornext/b—pair
Replication state for: /stornext/b—pair/rep_realize_test
0 files O dirs 0 Kbytes of data
last scanned at: 1969-12-31 18:00:00.000000000 CST
target: target://stornext/c—pair@rh—pair-a: (STALE)
stored at: /stornext/c—pair/rep_realize_test
replicated ok at: 1969-12-31 18:00:00.000000000 CST
moved a tal of 1 files, 1772 Kbytes
network usage 0/0 Kbytes sent/reed
last report at /usr/cvfs/data/b—pair/rep_reports/1969-12-31/report_444 125858419007
Replication state for: /stornext/b—pair/src_realize_test
21 files 1 dirs 638 Kbytes of data
last scanned at: 2009-11-18 17:10:32.859360000 CST
target: target://stornext/c—pair@rh—pair-a: (STALE)
stored at: /stornext/c—pair/src_realize_test
replicated ok at: 2009-11-18 17:10:32.859360000 CST
moved a tal of 0 files, 0 Kbytes
network usage 0/0 Kbytes sent/reed
last report at /usr/cvfs/data/b—pair/rep_reports/2009-11-18/report_453 125858419016

$ snpolicy —truncate=/stornext/snfs1/rh.test —verbose
progress: directories 1 files 1 done

$ snpolicy —regen /stornext/snfs1/rh.test/
Totals

deduplicated 0 (OK)

ingest candidates : 0 (OK)

truncate candidates 0 (OK)

replication candidates: 1 (143940K)

FILES
FsNamérep_private
lusr/cvfs/bin/rep_callout

SEE ALSO
fnmatch(3), crontab(5)
lusr/cvfs/bin/rep_callout
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NAME

snhpolicyd.conf — StorNext File System Replication and Deduplication Daemon Configuration
SYNOPSIS

lusr/cvfs/config/snpolicyd.conf
DESCRIPTION

The StorNext File System (SNFShpolicyd.confile provides a way to configure tlsapolicyd process.
This process handles most aspects of StorNext replication and deduplication.

SYNTAX
Thesnpolicyd.conffile exists in the SNFS 'config’ directaryt contains parameters controlling various as-
pects of thesnpolicyd process including some communication ports, the number of threads useéefer dif
ent purposes, the set of interval time values, the maximum size of the gthpotjdile, and various other
parameters. A parameter takes dieéault value if the parameter is not configured in the config file. k$ak
apresetvalue if it is preconfigured in the config fileibremain unchanged. For example, when StorNext is
installed, the following line is in thenpolicyd.conffile:

log_size=8M

Thus log_size has @resetvaue of 8M. If that line is remaed from snpolicyd.conf, then the log_size will
have thedefault value of 1M.

Blank lines and lines starting with a pound-sign (#) are skipped.

If any error occurs during parsing, all values previously changed from the config file are correctly altered.
The parsing stops and the remaining fields in the config file are skipfieather values will be defulted.
A RAS message is sent when a parsing error occurs.

Values representing sizes can be postfixed by k, m or g to represent multipliers of 1024, 1024*1024 and
1024*1024*1024.

Values representing a time intahwcan be represented as a number of seconds, or as a set of numbers fol-
lowed by wd, h, mors, a. 3his 3 hours, 3h 30m is 3 hours and 30 minutes, 1d is oneAlay, a time
interval can be specified in HH:MM:SS format.

Some scheduled operations can also be controlled using a cron style specification to triggeutioa at

specific times of day or of the week. See the crontab man page for details of the allowed syntax. The cron
schedule must be surrounded by T ']'. For example, running a something at 1:3¢egnday would be
specified as: [ 301 * * * ]

The following parameters can be specified:

rep_port=<value>

where<value>is a number This parameter is the port snpolicyd should use for replication when commu-
nicating with snpolicyd on a remote machine. All machines communicating for replication medhéa
samerep_port in their configuration file. The default value is 14500.

bfst_port=<value>

where<value>is a number This parameter is the port to use when communicating with the blockpool.
All machines communicating for replication muswéahe samebfst_port. Furthermore, all blockpools
must hae their blockpool_config.txtfile configured with this value for the blockpool paramé&at. The
default value is 1062.

log_size=<value>

where<value>is a number This parameter specifies the maximum size of théu#gcvfs/debug/snpoli-
cy.out When the file hits this size, it is rotated. $&g count. The default value is 1M. The preseilwe
is 8M.
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log_count=<value>

where<value>is a number This parameter specifies the number/udr/cvfs/debug/snpolicy.otiles to
keep before deleting the oldest. Each version has a # added to the file name. The default value is 4.

replicate_threads=<value>

where<value>is a number This parameter specifies the number of threads to use for replicatienal-
ue must be in the range 2 to 16, inchesiThe default value is 4. The preset value is 8.

ingest_threads=<value>

where<value>is a number This parameter specifies the number of concurrent threads to use for the dedu-
plication of user data. The value must be in the range 2 to 256, irclT$ie default alue is 4. The preset
value is 16. This may need to be increased for wide area storage access.

event_threads=<value>

where<value>is a number This parameter specifies the number of threads to use to handle varicus inter
nal events. Thevalue must be in the range 2 to 256, inchasiThe default value is 4, The preset value is
16.

delete_threads=<value>

where<value> is a number This parameter specifies the nhumber of threads used to process blockpool
deletes, The value must be in the range 1 to 16, inelu$he default value is 4. The preset value is 4.

was_delete_threads=<value>

where<value>is a number This parameter specifies the number of threads used to process wide area stor
age deletes, The value must be in the range 1 to 64, ireltidie default value is 4. The preset value is 4.

cmd_threads=<value>

where<value>is a humber This parameter specifies the number of threads to use when handlingysnpolic
commands. Thealue must be in the range 2 to 16, inckasiThe default value is 4. The preset value is 8.

idle_conn=<value>

where<value>is a time interal. Thisparameter specifies amount of time to hold an idle connection to the
blockpool. Thedefault value is 600.

replicate_interval=<interval>

where<interval> is the interval between runs. This parameter specifies the timeainbetween process-
ing runs which handle replicationents. Thedefault value is 60. The preset value is 45.

ingest_interval=<interval>

where<interval> is a time interal. This parameter specifies the time interval between processing runs
which handle ingestvents which handle deduplication of data. The default value is 60. The preset value is
30.

delete_interval=<cron spec>|<interval> [ <max-interval> ]

where<interval> is a time interal. Thisparameter specifies the interval between processing runs which
handle blockpool deletevents. Thedefault value is 180. The preset value is 600. Using a cron specifier
<cron spec>allows triggering delete processing at a specific time of dée optional parametermax-
interval> is a time interal. Thisspecifies the maximum time for the delete processing to run with cron
based schedules. If an interval based schedule it sisek-interval> is ignored (seéelete_cycleor in-
formation on limiting delete processing for interval based schedules).
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delete_cycle=<value>

where<value>is a number This parameter specifies the default maximum percentage of the time deletes
will run for when controlled on an intealbasis. Range 1 to 100, default 50%. Delete processing will run
for upto this percentage of the delete_ing¢hefore stopping, if the backlog grows too large the percentage
of the time it runs will increase. This option is not used if deletes are on a cron based schedule.

was_delete_interval=<cron spec>|<interval> [ <max-interval> ]

where<interval> is a time interal. Thisparameter specifies the interval between processing runs which
handle wide area storage deletergs. Thedefault value is 180. The presetlue is 600. Using a cron
specifier<cron spec>allows triggering delete processing at a specific time of d&g optional parameter
<max-interval> is a time interal. Thisspecifies the maximum time for the wide area storage delete pro-
cessing to run with cron based schedulésn interval based schedule it usetax-interval> is ignored
(seewas_delete_cycléor information on limiting wide area storage delete

processing for interval based schedules).

was_delete_cycle=<value>

where<value>is a number This parameter specifies the aat maximum percentage of the time wide

area storage deletes will run for when controlled on an mitbasis. Range 1 to 100, default 502elete
processing will run for upto this percentage of theswdelete inteal before stopping, if the backlog

grows too large the percentage of the time it runs will increase. This option is not used if wide area storage
deletes are on a cron based schedule.

trunc_interval=<interval>

where<interval> is a time interal. This parameter specifies the time interval between processing runs
which handle truncatevents. Thedefault value is 300. The preset value is 120.

fsspace_interval=<interval>

where<interval> is a time interal. Thisparameter specifies the interval between processing runs which
check for lav space conditions. The default value is 180.

compact_interval=<cron spec>|<interval>

where<interval> is a time interal. Thisparameter specifies the interval between processing runs which
handle blockpool compact processing. Theadkfvalue is 8hours. The preset value is 8hours. Using a

cron specifiekcron spec>allows triggering compact processing at a specific time of &mnce compact

is reclaiming space freed by delete processing, then if delete is on a cron based schedule, it makes sense to
run compact some period after delete runs.

minimum_compact=<value>

Minimum amount of reclaimable space the blockpool must report before compact wilDefeult 256
Mbytes.

sched_interval=<interval>

where<interval> is a time interal. Thisparameter specifies the interval between processing runs which
check if a scheduled replication policies need to be run. The default value is 60. The minimum value is 60

Changing this value will affect the granularity of contreéoreplication jobs and is not recommended.

rescan_interval=<cron spec>|<interval>

where<interval> is a time interal. Thisparameter specifies the time between rescanning the file system
for files missed by ingest processing. Theadéfvalue is df Usinga aon specifiecron spec>allows
triggering the rescan at a specific time.
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rep_retry_interval=<interval>

where<interval> is a time interal. Thisparameter specifies the time to wait before retryirgjlad repli-
cation run. The default value is 180. The minimum value is also 180.

data_buffer_size=<value>

where<value>is a number This parameter specifies the maximunffér size to use during replication file
transfers. Thaefault value is 4194304 (4m). The minimuralwe is also 512k and the maximum is 32m.
The number can be appended with k or m.

keepalive_idle=<value>

where<value>is a number This parameter specifies the time in seconds to wait for a TCP connection to
go idle before sending probe patk Thedefault value is 120 seconds. Setting the value to zero wilklea
the value at the default of your host operating system.

keepalive_count=<value>

where<value>is a number This parameter specifies the humber of T@€Bpalve probes to send before
declaring a connection dm. Thedefault value is 5 probesSetting the value to zero will lea the \alue
at the default of your host operating system.

keepalive_interval=<value>

where <value> is a number This parameter specifies the time in seconds between sending of TCP
keepalive pobes. Thealefault value is 60 second$etting the value to zero will lea the value at the de-
fault of your host operating system.

bfst_lowspace_throttle=<value>

where<value>is a number This parameter specifies amount of free space in the blockpool file system in
MB that will cause the ingest into the blockpool to be throttled to more carefully manage blockpool re-
sources. Notehat when ingest processing considers this parametgill also include the current data
awailable for deduplication as "used space" on the blockpool file system. This is done as an attempt to en-
sure that there is enough space in the blockpool for all the data to be deduplidetedefault value is

32GB. Settinghe value to zero will disable throttling (not recommended).

bfst_lowspace_stop=<value>

where<value>is a nhumber This parameter specifies amount of free space in the blockpool file system in
MB that will cause the ingest into the blockpool to be stopped until more spa@#abla. Notethat, un-

like the bfst_lowspace_stop parametenahthis does not include the amount of datailable for dedu-
plication, lut only considers the actual free space currentlitadle on the blockpool file system. The de-
fault value is 10GB. Setting the value to zero will allmgest to run until the blockpool file system runs
out of space (not recommended).

debug=<value>
where <value> is a number This parameter specifies a debug tracing mask to use when logging in
/usr/cvfs/debug/snpolicy.auiThe default value is 0.

bnp_version=BNP3|BNP4

where<value> is eitherBNP3 or BNP4. This parameter specifies which protocol version the blockpool
should try to use when replicating. The default value is BNP3.
NOTE Not intended for general use Do not change unless recommended by Quantum Support.
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EXAMPLE
To change the replication port

rep_port=22007
Note that all other MDC nodes communicating with this node mwst tha same change.

This snpolicyd.conffile is only needed on SNFS servers and is internally generated.

FILES
Jusr/cvfs/config/snpolicyd.port
Jusr/cvfs/debug/snpolicy.out

SEE ALSO
snpolicy(1), cvfs(1), snfs_configs), fsm(8), fsmpm(8),
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NAME
snpolicy_gather — Gather snpgliand file system information for StorNext File System

SYNOPSIS
snpolicy_gather[-pb]

DESCRIPTION
The snpolicy_gather script collects snpolicinformation (replication and deduplication) beyond file sys-
tem information provided by thevgather command. The script provides information needed fanileing
the policies for a file system in case the file system is recre@teziscript also provides Quantum techni-
cal support stéfwvith enough information to deal with most problems encountered by SNFS replication and
deduplication users. The information collected by this script includes:

Snpolicy-enabled file systems list
Pdlicy list for snpolicy-enabled file systems
Pdlicy dump

Repstatus dump

Active replications

Pdlicy backlogs

Target copies dump

Replication history summary

tsm policy and relation points

vip config

network config

blockpool config

snpolicy_gatherdisplays its output to standard outpdb savethe result, redirect the output to a filerF
example, the following command\szs the result to a file snpoliddump

$ snpolicy_gather &>snpolicy.dump

In addition,snpolicy_gatheris also called bgvgather program angyse_snapshobn Linux platform. The
output is stored in a file with extension "snpgligather" by cvgather and "snpolig_gathemout" by
pse_snapshat

USAGE
When the operator encounters an error using SNFS replication and deduplication wishes tousgiinigdeb
information to Quantum technical support, 8mpolicy gatherutility may be run. In addition, this utility

may be run with option "-p" to sa the gathered policinformation for backup purpose especially when
there are changes to policies.

-p Only collect poliy list for snpolicy-enabled file systems and the pyatiemp for each polig

-b Also male a tackup cop of each named policfor existing mounted StorNext file systenihe
backup polig files are contined in directoryusr/cvfs/data/fs_name/policy historythere
fs_name is the file system name.

NOTES
IMPORTANT: snpolicy_gatherrequires root privilege to run. It is only supported on Linux platform.

snpolicy_gatheronly collects information on the local machine ®llect snpolig information for both
source and target, it should be run on both source and target machines.

FILES
lusr/cvfs/config/blockpool_config.txt
lusr/cvfs/config/ha_vip.txt

SEE ALSO
cvgather(1), pse_snapshot, snpolidit), vip_control (1), fsclassinfo
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NAME
shquota — StorNext Quota Configuration Utility

SYNOPSIS
shquota{-F file_system_nan® path} action[optiong

DESCRIPTION
The snquotacommand manipulates the quota system irStioeNext file system

The quota system provides a means for limiting the amount of disk storage consumed on a per user or per
group basis across an entire file system or within a designated directory lyie@ucita limits apply to

the space consumed by disk-block allocations for a user or group, which is not equal to the sum of their file
sizes. Disk-bloclallocations can be less than the file size if the file is sparse, or more if the file system has
allocated extra sequential blocks for the efficjenfcanticipated future writes.

There are three types of quotas: user quotas, group quotas, and directory quotas. User and group quotas
limit the number of file system blocks that can be allocated by the user or group on which the limit is
placed. Wherguotas are on, the total allocated file system space of all users and groups that own files in
the file system are automatically kept.

Directory quotas are a little @ifrent. Thesystem does not automaticallgdp track of the usage for each
directory Thesnquotacommand allows directories to be turned into the rootif actory Quota Name
Space (DQNS) Then, the number and size of all files in the directory and all its subdirectories aeel track
and (optionally) limited.

For all quota types, limits and usagalues only apply to regular files, not directories, symlinks, or special
device files

Each quota entity has owimits associated with it. These are the hard limit and the soft limit.

The hard limit is the absolute limit which file system space usage shouldceetde Aly time the total al-
located space is at ov@ the hard limit, all further allocations or write requests by tlienading user or
group will be denied.

The soft limit is a lesser limit. When the user exceeds this limit (but not the hard limit), allocations are still
permitted for a while. On UNIX platforms, a warning message will be written to the TTY of the user
When the soft limit has beervarun for longer than the grace period, the soft limit becomes a hard limit
and awy further allocations or write requests are denithen the usage again falls be&lthe soft limit, al-
location requests will again be serviced.

For performance reasons related to the distributed nature of StorNext, geaians are not only possible
but likely. The overrun size depends upon a number of factors including the size of the allocation re-
guest(s) at the time of the quotaeoun.

When working with Directory Quotas, the specified file system must be mounted on the node running
snquota

Limits are not enforced against super user accounts.

DIRECTORY QUOTA NAME SPACES
DQNSs are created by either ofaactions,-C or -M. They havedifferent performance tradefsfand
which one to use depends on the situation at hand.

The -C action creates a DQNS whose usage values (the amount of disk space and the number of files) are
already initialized to the correcalue. Inorder to initialize themsngquotamust walk the directory tree un-

der the root of the DQNS and tally upwhanuch disk space is usedkor big directory trees, this process

can tale a bng time. Any modifications to the files and directories in the DQNS will be stalled until this

walk is complete.

The-M action quickly creates a DQNS whose usage values are zero. As files are created in the DQNS, the
usage value will increase, but willsee count the files that were present in the directory when it was creat-

ed. Inorder to initialize the DQNS so the values are correct, the quota database musileiseiy the

-R action. Areluild runs muchdster than a file-tree walk on a per-inode basis, but it must |calk @it
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the inodes in the file system. When theuikbis running, modifications to the file system will be stalled
until the rebuild is complete.

So, when creating a DQNS that is bedi¢ to contain only a small percentage of the inodes in the file sys-
tem, useC. When creating a DQNS (or maDQNSSs) that use a large percentage of the files;Mise

A typical situation whereM would be useful is corerting an existing file system to use directory quotas.
First every directory which needs to be a DQNS root is redriwith a call to "snquotaM”. Then,all of
the DQNSs are initialized with one call to "snqudr4.

When in doubt, useC.
Nesting of DQNSs is not alleed. Thismeans that a DQNS may not be a subdirectory of another DQNS.

Directories can not be renamed across DQNS boundaries. Also, all hard links to an inode must be within
the same DQNS. Attempts to rename directories/files or create hard linksotiidtwwolate this rule will
result in a EXDEV being returned.

If a directory tree contains inodes with hard links outside of the tree, an attempvéd tom tree into a
DQONS via the-C action on the tree will result in an errokn atempt to cowert the tree into a DQNS via
the-M and-R actions will result in an error during the action.

UNITS
Usage and Limits are printed in a human-readable forrfixsdfwith "K", "M", "G", "T", or "P" for kilo-
bytes, mgabytes, gigabytes, terabytes, or petabytes (respehgti Theseare base-2 values (i.e. 1K =
1024). Avalue without a suffix is in bytes.

File count values are also printed with these suffixes, bytatleebase-10 values (i.e. 1K = 1000).

Time values are printed with the fxés "h", "d", or "w" for hours, days, weeks, (respesty). A value
without a suffix is in minutes.

If the -e option is used, the suffixes are disabled and exact values are printed.

These suifxes can also be used when specifying limits with-thes, and -t options. Decimalalues may
be used (e.g -h 1.5g). The case of the suffix dbesatter.

FILE SYSTEM SPECIFICATION
-F FileSystemName
Specify FileSystemName as the file system to manipulate.

-P Path Specify the file system containifgth as the file system to manipulate.

ACTIONS
-C This action creates an initialized DQNS on the directory specified byl thgument. Afterthis
command is run, disk space usage and file counts will beettankhe directory and all its subdi-
rectories. Laterimits may be set on the DQNS using tBeaction. Notehat since this operation
createsand initializesthe DQNS, the directory tree contained by the DE€NS will be walked to
total up the current usagelues. Thignay tale ssme time. Modifications to the files and directo-
ries in the DQNS will be stalled until this walk is complete.

-D This action destrgs the DQNS specified by the agument. Diskspace and file count usaga-v
ues will no longer be traekl. Limitswill no longer be enforced. Note that this does not modify
or destrg the files and directories in the DQNS iryavay.

-G This action returns the quota limits and values for the gsaup, or directory specified by the,
-g, or -d option (respectily).

-L This action lists the current quota limits and values for all, gseup, and directory quotas.

-M This action creates (marks) an uninitialized DQNS on the directory specified y dhgument.
After this command is run, disk space usage and file counts will be tracked in the directory and all
its subdirectoriesLater, limits may be set on the DQNS using t#8option. Notethat since this

operation create@ut does not initialize)he DQNS, the usageles for the DQNS will start out
at zero. The user should later use4Reaction to initialize the usagales. Sethe DIRECTO-
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OPTIONS
-a

SNQUOTA(L)

RY QUOTA NAME SPACES section abee for a discussion on when to udé¢ and when to use
-C. When in doubt, dom'use this action. UseC instead.

This action rebuilds the quota database. It is most useful when useshaftetahas been used a
number of times with theM action. Sedhe DIRECTORY QUOTA NAME SPACES section
abore. Note that this action can tala bng time. The file system will be unrespamseuring this
time. Theaction cannot be canceled after it is startdgrompt will be displayed confirming the
intent to run the action unless thé option is specified.

This action sets the quota limits for the yugeoup, or directory specified by the, -g, or -d op-
tion (respectiely). Thelimits must be specified by thé, -s, and -t, options. All three must be
present.

When this option is used, directory quota paths printed byl tlamd-G options will be absolute
paths. Rths supplied to thel option are also absolute paths (or relatb the CWD). When this
option is absent, all paths are refatb the root of the specified file system.

-d Directory

This option specifies a DONS orStéorNet file systento be used with theC, -D, -G, -M, or -S
options. Thedirectory supplied is the root directory of the DQNS. The directory path isveelati
to the root of the specified file system, unless&wption is used.

When used with theG or -L actions, numbers will be printed esct values. Usagand Limits

which represent disk space are printed in bylémes are printed in minutegor example, with

this option, a one ngebyte hard limit will be printed as "1048576", not "1MA one day grace
period will be printed as "1440", not "1d".

The -f option is only useful with theG and-S actions and thed option. Wherthe -f option is
present, limits andalues represent the number of regular files contained in the DQNS. -ff the
option is not present, limits and values represent the disk space contained in the DQNS.

-g GroupName

This option specifies the name of a group to get or set withzlo -S action. Thegroup name
may also be of the form "G:id", where "id" is a number that represents ag@p’

-H HostName

Use a hostname in a StorNext cluster that is different from the cluster the command is being run
on. Thisoption in rarely needed.

-h HardLimit

-h

This option specifies a hard limit to set when used with-&haction. Sedhe UNITS section
above.

This option causesnquotato print a friendly help message andte It only works when used by
itself. If there are other options present, it is assumed that a hard limit is being specified.

-0 {text|xml]json}

Print output intext, xml, or json. The default igext.

-s SoftLimit

This option specifies a soft limit to set when used with-haction. Sedhe UNITS section
above.

-t GracePeriod

This option specifies a grace period to set when used wittSthetion. See¢he UNITS section
above.

-u UserName

This option specifies the name of a user to get or set witlGtloe -S action. Theuser name may
also be of the form "U:id", where "id" is a number that represents & Wibr’
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-Y When used with theR action, this option prentssnquotafrom asking for confirmation.
-z This option is the same as specifying "-h 0 -s O -t 0% dtly useful with the S action.

EXIT VALUES
snhquotawill return O on success and non-zero on failure.

EXAMPLES
List all the quota limits and values on a file system named "data".

shquota -F data -L

Specify a hard limit of ten gigabytes, a soft limit of nine gigabytes, and a grace period of one week on user
"lisa" in a file system named "data".

shquota -F data -S -u lisa -h 10g -s 99 -t 1w.

Get the quota values for a group named "simpsons" on a file system mounted on "/stornext/data”.

shquota -P /stornext/data -G -g simpsons

Create QNS on a the directory "/lisa/saxophone_music" in a file system mounted on "/stornext/data".

shquota -P /stornext/data -C -d /lisa/saxophone_music

Specify a hard limit of one gigabyte, a soft limit of nine hundredamges, and a grace period of one day
on pre-existing DQNS "/lisa/saxophone_music" in a file system named "data".

shquota -F data -S -d /lisa/saxophone_music -h 1g -s 900m -t 1d.

Create a number DQNSs usiflg and-R. This is faster than using if these directories takup nost of
the space in the file system.

shquota -F data -M -d /bart/comics

shquota -F data -M -d /bart/pranks

shquota -F data -M -d /bart/itchy_and_scratchy
shquota -F data -R

Create the same DQNSs usik@ This is faster than using/ and-R if the directories are small.

shquota -F data -C -d /bart/comics
shquota -F data -C -d /bart/pranks
shquota -F data -C -d /bart/itchy_and_scratchy

Specify a hard limit of one thousand files, a soft limit of nine hundred files, and a grace period of one week
on pre-existing DQNS "/bart/pranks” in a file system named "data".

shquota -F data -S -d /bart/pranks -f -h 1k -s 900 -t 1w.

SEE ALSO
cvadmin(1), snfs_config5)
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NAME

takewer_ip — broadcast virtual IP information for StorNext
SYNOPSIS

lusr/cvfs/lib/takeover_ip -d device_namem mac_address ipv4_ip
DESCRIPTION

takeover_ip provides a mechanism for sending a gratuitous arp reply when the secondary node in an HA
pair takes @er as pimary and actiates the configured virtual IPs (VIPS).

This is typically used by the startup/shutaioscripts, not by an administratadnly use when recommend-
ed by Quantum Support.

FLAGS
-h Display help
-d device_name
The device name of the network interface the VIP is on

-m mac_address

Mac address of network device the VIP is on
-i ipv4_ip

IPv4 address for VIP

FILES
lusr/cvfs/config/ha_vip.txt

SEE ALSO
cvfs(1), vip_control(1), cnvt2ha.sh(1)
SNFS Installation Instructions
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NAME
vidio — Video frame producer consumer performance test

SYNOPSIS
vidio [optiong dir_path[dir_path...]

DESCRIPTION
vidio can emulate a producer or a consumer of video frames. When run as a producer (writeidiode),
generates video frames and writes them to files that are created in the specified .divécwryidio is
run as a consumer (read mode), it reads frames from the files in the specified directory thavisestypre
created and written. By defauwlidio runs in producer mode and creates one file for each frame.

Optionally, more than one directory can be named. In this cad®m will start an identical I/O stream in
each specified directory.

vidio will then write performance information to the standard outpiie verbosity of the performance da-
ta can be controlled using the -v optiofi.realtime updating curses based display is optionatitadole
via the-c option.

OPTIONS
-? Display usage.
-C Display important statistics via a curses based continuously updating display.

-d[dd] Run in debug mode. The more "d’s" specified, the more debug information is printed.
-D Use direct I/O.

-f framesize
Specify theframesizeor the frame typeVarious type of video frame types may be specifi€tle
default frame type is "hdtv". Currently this results in a frame size of 8,294,400 Hysesthe -?
option to get a list of currently supported frame types. The frame size can also be specified in
bytes. Alsooptionally in Kilobytes, Mgabytes, or Gigabytes when the value is preceded by a K,
M, or a G respectely.

-F framerate
Emulate a frame producing or consuming device by limiting the humber of frames produced or
consumed per second to the specified frame fétés option is only valid for asynchronous oper
ation, i.e. when the queue depth (thieoption) is set to a non-zeralue. Ifthe file file system
cannot keep up to the specified frame rate, the "Dropped frames" stat is incremented.

-i iosize
The size of the reads or writes in bytes. By default, thiraimesize Like framesizethe iosize
may be prefixed by a K, M, or GT'he-i option is &ailable only in synchronous mode. In asyn-
chronous mode;@ option) theiosizeis set to be one frame.

-n nframes
The number of frames to read or write. The default is currently 60 frames.

-N nframes
The number of frames per file. The default is one.

-p prefix
Frame file names use thevei prefix instead of the default of "vidio"Vidio then appends
" _NNNNNNN'’ as the frame number to tipeefix

-P Preallocate the file. This option is supported only on the StorNext file system.

-q qdepth
Do asynchronous /O by queuing requegtepthdeep.

-r Consumer mode. Read frames of previously created using the -w option.

-v[vv] Print performance output in a more verbogghfon. Themore "v's" specified, the more perfor
mance information is printed.
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-W Producer mode. Create files and write frames. Create and write is the default test mode.

FILES
lusr/cvfs/bin/Mio

SEE ALSO
cvfs(1)
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NAME

vidiomap - Video frame allocation inspector and resequencer
SYNOPSIS

vidiomap [optiond target_dir [target_dir...]
DESCRIPTION

Thevidiomap utility can be used to determinevinthe StorNext file system has allocated the files within a
given directory. Optionally, vidiomap can be used to "defragment" and "resequence" those @latsonal-
ly, multiple target directories may be specified.

The vidiomap utility is intended to be used primarily on video frame files within a directidrg not in-
dented for use as a general purpose file system allocation analysis or "defragmentationSag#ihfsde-
frag(1).

Without optionsyidiomap will print a summary analysis of the allocation of files in the target dirgdtoery
cluding the number of regular files, the total number of extents, and space consumed. Also printed is infor
mation relating to the total number angrage size of the gaps between the extents.

The -v option may be used to provide detailed information about file allocation on a per exteniTbasis.
actual file system block numbers consumed are printed along with the gaps betigaen éNoticethat

gaps can be rgive, indicating the sebsequent allocation was to a lesser file system block number than the
current allocation.

To analyze the allocation of files within a directptiye desired file order first must be determined. By de-
fault, vidiomap will sort all the files in the taet directory alpha-numerically by file nam@ptionally, file
names may be filtered by file prefix and filefiguf Seethe -p and -s options. Optionallya list of file
names may be pvaded. Seahe-f option.

The "resequencing" and "defragmentation" of files is a multi-step process that makes heavy use of the
StorNext file System Application Programming Interfa@\API. The steps are a follows:

1. Determine the file order.

2. For each file, a "shadow file" is created and blocks are preallocated.
3. The data is coppied from the original file, to the shadow file.

4. The newly allocated extents are swapped into the original file inode.

5. The "shadow files" are removed.
Shadav files are namefilename shadowand are created in the target directory.

As stated pnéously, vidiomap is not a general purpose file system "defragmentor”. An older file system
or a file system nearing capacity mayda fagmented free space pool. Usividiomap to resequence
files may not help in this case and could emitkgmentation wrse. Consideusingsnfsdefragbefore re-
sequencing files witkidiomap.

The resequencing option is intended torkvwith the StorNet Allocation Session Resesation feature.
This feature is managed using the GUI or by modifyingAhecSessionReserationSize parametersee
snfs_config5).

Because resequencing copies the data to thily mdlocated space, consider the performance impact of re-
sequencing files on a production systeResequencing a large number of files car tkne time, de-
pending on the size of the files, the performance of the underlying storage, and other file system activity.

OPTIONS
-? Display usage.

-d[dd] Run in debug mode. The more "d’s" specified, the more debug information is printed.
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-f file_list
Get the list of taget files from the specified file instead of the the target directdr files will be
processed in the order listed. The format for this file is one file name per line.

-p prefix
Target only files with the specifigarefix If the prefix option is specified along with thefsubp-
tion, both must be true to target aayi file.

-r Resequence and "defragment" the target files.

-s suffix Target only files with the specifiesuffix If the prefix option is specified along with the suffix op-
tion, both must be true to target aagi file.

-V Be werbose. Prineach &tent of each target file showing the file system blocks consumed and
gaps between the extents.
FILES
[usr/cvfs/bin/vidiomap
SEE ALSO

cvfs(1), snfsdefrag1), snfs_config5), vidio(1)
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NAME

vip_control — manipulate virtual IP information for StorNext
SYNOPSIS

/usr/cvfs/bin/vip_control option
DESCRIPTION

vip_control provides a mechanism for editing, listing, &eting and deactiting virtual IPs (VIPs) for the
StorNet system. Virtual IPs are required when running in an HA configuration with deduplication or
replication enabledChanges made to VIPs are not automatically copiedto an MDC'’s HA peer As

such, ag changes that are made to the VIP configuration need to be done on both HA MpGsntrol

does not update fingll rules. Changes to VIP configurations may require additional changes to the fire-
wall rules of the system.

OPTIONS
-h Display help

-a Activate all configured VIPs

-d Deactvate all configured VIPs

-i Shaw VIP status along with physical NIC status
-l Shaw configured VIPs in a compact format

-u vip_str
Update the VIP configuration with tiwip_strstring. Thisreplaces the contents of the VIP config-
uration file. The format ofip_stris as follows:

MAC address, IPV4 VIP, netmask, IPV6 VIP, prefix length

Each field in a VIP entry is separated by a comma, and each VIP entry can be separated by wiiher a ne
or a semicolon.Typically, the semicolon is used.

The following is an example of setting upatWIPs:

# vip_control -u "0030482D38F6,10.0.0.2,255.255.255.0,,;0030482d38f7,10.1.0.2,255.255.255.0,,;"
FILES
lusr/cvfs/config/ha_vip.txt /opt/DXi/scripts/netshy

SEE ALSO
cvfs(1), snfs_config5), cnvt2ha.si(1), iptables(8)
SNFS Installation Instructions
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NAME

was.conf — StorNext File System Wide Area Storage Configuration
SYNOPSIS

lusr/cvfs/config/was.conf
DESCRIPTION

The StorNext File System (SNF®&as.conffile defines the configuration information fafide Area Stor
age (WAS)that is used bgnpolicyd and other StorNext components.

SYNTAX
The was.conffile exists in the SNFS ’'config’ directaryit contains parameters specifying various aspects
of wide area storagencluding the wide area storage accesser hosts and the communication ports, authenti-
cation method and credentials for authentication, etc. A parameter has a name and a typed value.

Multiple wide area storageconfigurations can be defined in this configuration file. Each configuration
starts with parametavas_id

Blank lines and lines starting with a pound-sign (#) are skipped.

If any error occurs during parsing, the parsing stops and the remaining fields in the config file are skipped.
The currentwide area storageconfiguration is discardedA RAS message is sent when a parsing error
occurs.

Parameter Types
Every parameter hastgpe Parameter types arboolean decimal intger, scaled intger, interval, enumer-
ated typeor string.

Boolean

Booleanattributes may taé on he values ofrue or false or equivalently 1 or O, yes or no, or on
or off.

Decimal Intger

Decimal intger attributes tak on nteger \alues. Thg must be specified as decimal humbers and
may be constrained to a range of acceptable values.

Scaled Intger

Scaled intger attributes are similar to decimal integer values, but may be specified in octal (lead-
ing 0) or hexadecimal (leading Ox), and may optionally beengiscaling factors (K=1024,
M=(1024*1024), G=(1024*1024*1024)They too may be constrained to a range of acceptable
values.

Enumerated Type

Enumeated typeattributes may be gen any one of a specified set of values pertaining to the spe-
cific attribute.

String

String String parameters are terminated by end—-of-stringf tine attribute value begins with a
double quote, by a matching double—quote.

Parameters
The following are the parameters supportedas.conffile:

was_id=<value>

where <value> is a string. This parameter must appear as the first parametéNideaArea Storage
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configuration. ¥u may define multipl&Vide Area Storageconfigurations irwas.conf The occurrence of
this parameter indicates the end of the prior configuration and the startwfcanfeguration. If there are
multiple configurations, the value @fas_id must be unique. This parameter is referenced by atirib
was_idin asnpolicy named polig. This parameter is required.

provider=<value>

where<value>is a enumerated type. Currently we only support oneigea "lattus". This parameter is
required.

access_host_ports=<value>

where<value>is a pair or multiple pairs of the access host and the TCP port(s). a pair of host and TCP
port(s) are separated by a colon ":". A host can be a host name or its IP address. TCP port caalitie one v
port numbere.g. 8080, or it can be a range of port numbers. "-" is used to specify a range of ports, e.qg.
8080-8090. If multiple pairs are specified, "|" is used as the sep&@t@xample, to use host 192.168.1.1
with ports from 8080 to 8085, and host 192.168.1.2 with ports from 8088 to 8090, the parameter
access_host_portss set as follows:

access_host_ports=192.168.1.1:8080-8085|192.168.1.2:8088-8090

Currently the parameter allows up to 256 pairs of access host and port(s). This parameter is required.

namespaces=<value>

where<value>is a list of namespaces for this configuration. Namespaces are separated by ¥dntor e
ple, if namespaces NS1, NS2, NS3 are used in this configuration, the parsanstepacess set as fol-
lows:

namespaces=NS1|NS2|NS3

Currently the parameter allows up to 16 namespaces. This parameter is required.

authentication=<value>

where<value>is an enumerated type. This parameter specifies the authentication method used to commu-
nicate with the access host. The possildlleies are "None", "Basic" and "Digest". If this parameter is not
specified, "None" is assumed. Currenthttus supports "None" and "Digest" authentication.

username=<value>

where<value>is a string. This parameter specifies the username used in authentication.

password=<value>

where<value> is a string. This parameter specifies the password for the configseedame used in
authentication.

max_seg_size=<value>

where<value>is a scaled intger Values representing sizes can be postfixed by k, m or g to represent mul-
tipliers of 1024, 1024*1024 and 1024*1024*1024. This parameter specifies the maximum segment size for
objects stored in thevide area storage If the value is not power of 2, internally it is rounded up txt ne
power of 2. For example, if it is set to 10GB, internally it is\ewted to 16GB. If a files 9ze is greater

than the segment size, it is beskdown to multiple segments to be stored. If this is not configured, the
whole file is stored as one objectvitde area storage Note, the provider may kia limit on the maximum

size for an object stored in tinéde area storagelf your file size can be greater than the maximum object
size, you need to configure this paramelbe default value is 0, meaning no segmentation of files.

Note, snpolicy-managed poji@so defines a similar parametsas_seg_sizef was_seg_sizés defined
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(a positve rumber) in a polig, its value is rounded up to nextvper of 2, and is used as the segment size
no matter whether max_seg_size is definetdMkS config. This ofers the flexibility to specify diérent
segment sizes for different policies on the s&#ieS config.

manager_host=<value>

where<value>is a string. This parameter specifies the IP address or host name of the wide area storage
manager host. When usedlattus storage, this parameter should be the virtual IP address for the manage-
ment interface.

manager_port=<value>

where<value>is a decimal intger. This parameter specifies the port number of the wide area storage man-
ager GUI interface.

manager_https=<value>

where<value>is a boolean. This parameter specifies whether https is used for the wide area storage man-
ager GUI interface. If this parameter is not configured, http is assumed to access wide area storage manager
GUI interface.

manager_username:<value>

where<value>is a string. This parameter specifies the user name for the wide area storage manager GUI
interface.

manager_password=<value>

where<value>is a string. This parameter specifies the pasdvior the wide area storage manager GUI
interface.

use_https=<value>

where<value>is a boolean. This parameter specifies whether https is used for the wide area storage object
access. If this parameter is not configured, http is assumed to access wide area storage objects.

server_auth=<value>

where<value>is a scaled ingger This parameter specifies whether to verify peegttificate when https is

used to access WAS storage objects. If #daevis 0, the peer certificate verification is skipped during SSL
handshaking time. A value of 1 means that only the peertificate is verified. A value of 2 means that

both the pees certificate and hostname are verified. This parameter only makes sense when parameter
use_httpsis set to true. By default, thelue is set to 2 (i.e. both peeiertificate and hostname arerit

fied) when the parametase_httpsis set to true.

cacertfile=<value>

where<value>is a string. This parameter specifies the pathname of the file that holds one or more certifi-
cates to verify the peer with. This parameter only esadense when parametise_httpsis set to true and
parameteserver_auth is setto 1 or 2.

capath=<value>

where<value>is a string. This parameter specifies the pathname of a directory that holds multiple certifi-
cates to erify the peer with. Note, the directory should be processed by the openssl utility c_rehash. This
parameter only makes sense when paranusterhttpsis set to true and paramessver_auth is set to 1

or 2.

was_transfertimeout=<value>
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where<value>is a scaled intger This parameter specifies the timeout value in seconds. StorNext will
abort data transfer operation (get or put) between StorNext and WAS storage if there is no data transfer
actiity during the gven timeout period. If it is set to 0, the data transfervagtichecking is disabled. By
default, the value is set to 180.

EXAMPLE
Here is a simple example for oA S configuration:

was_id=osl

provider=lattus
access_host_ports=192.168.1.1:8080-8083|192.168.1.2:8090
namespaces=nsl|ns2

Here is a simple example for oA S configuration using https:

was_id=osl

provider=lattus
access_host_ports=192.168.1.1:444-445|192.168.1.2:444
namespaces=nsl|ns2
manager_host=10.65.166.97
manager_port=443
manager_https=true

use_https=true

sewver_auth=1
cacertfile=/usr/cvfs/config/cacert.pem
max_seg_size=64g

Here is another example of tWdA S configurations:

was_id=osl

provider=lattus
access_host_ports=192.168.1.1:8080-8089
namespaces=nsl

was_id=0s2

provider=lattus
access_host_ports=10.10.1.1:8080-8089|10.10.1.2:8080-8089
namespaces=ns2|ns3
authentication=digest

username=stornext

password=password

max_seg_size=1024g
manager_host=10.10.2.1
manager_port=80

manager_https=false

SEE ALSO
snpolicy(1)
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NAME

dbdropfs — This utility will perform cleanup for file systems thatehileen remuoed
SYNOPSIS

dbdropfs [-F] mount_point
DESCRIPTION

This command will remee dl information for a specific file system from the databaBleis command can
only be run on file systems whichvgabeen remade via thevmkfs(1) command or for those which no
longer &ist. TheTSM software must be restarted to pick up the chanésimediate cleanup is desired,
afsclean -bmay be ®ecuted.

OPTIONS
-F This will bypass the prompt for verification.

mount_point
The file system to operate on.

SEE ALSO
fsclean(1)
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NAME
dm_foreign — Set extended attribute information for foreign files and directories

DESCRIPTION
This utility is used by thé&simportnamespacél) script to create an inode with foreign flags avehts set.
Users should not run this command, unless directed to do so by Quantum technical assistance.
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NAME
dm_info — Display extended attribute and inode information
SYNOPSIS
dm_info -F file...
dm_info -N file...
dm_info [-A|-h|-d|-i]-€]-g]-0]-a attr_ar(] file...
DESCRIPTION

This will display extended attribute and inode information which is used by byettiary Manager soft-

ware.

The user must be root or the utility must be owned by root with the 's’ bit set.

OPTIONS

-F shaw file system hdl andvent set of the file system

-N shav extended attributes names

-A shaw &ffinity association

-h shaw file handle

-d shav device number and fsid

-i shav inode and generation number

-e shav event mask

-S shaw association

-0 shav object ids

-a attr_arg
shaw attributes wherettr_arg can be:
key class flags vsn
oneup stublen cpymap totvers
Idbn slen fsn totseg
mask medlist reserved  all

file The names of the file(s) on disk to report on. The file path(s) must also be in a managed file sys-
tem. The entire path name need not be entered. If preceded by a slash (/) in the command defini-
tion, the full path name, starting from the root direct@yequired as input to the command. Oth-
erwise, the Tertiary Manager commangya@nds the directory name using the current working di-
rectory as the parent. If multiple files are entered, the files must be separated by spaces.

EXAMPLE

An example of the output is:

Filename: myfile

handle (hex): 0003dc583e00125a000e0000000000000000000000000007

fsid: 0x0003dc583e00125a dev: 67895298 rdev: 67895298 aff: n/a
size: 3000009 block size: 4096 number of blocks: 5888
ino: 7 gen:0 type: S_IFREG mode: 0100664 Inks: 1
extended attributes: attrname: SNEA  attr_ver: 5.82 key: 6
class,sub: 3,0 oneup: 6 vsn: 000 totvers:2 totseg: 0
cpymap: 0x1  flags: Ox0  events: 0x180000  stublen: 0
flags: NONE
objids: Objid Offset Length
04c0dff7aa2004fe0a3f3001001 0 1000
eventlist: ATTRIBUTE DESTROY
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region events:

atime = 1086697327 -> Tue Jun 8 07:22:07 2004
ctime = 1088686531 -> Thu Jul 1 07:55:31 2004
mtime = 1088686531 -> Thu Jul 1 07:55:31 2004
SEE ALSO
dm_util (1)
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NAME

dm_master — Utility to bypass Tertiary Manageerg processing
SYNOPSIS

dm_masterwait number_of msdsnount] [-a] mountpoint..
DESCRIPTION

The dm_master(1) process recets the event callouts from the file systemlhis can be used in place of

the Tertiary Manager software when some work needs to be ddne.should only be used under the
guidance of Quantum technical assistance. It can potentially cause files to be in an inconsistent state with
the Tertiary Manager database if used incorrectly.

When used, thdm_mastei(1) process should be brought up and remain running as the required processing
is performed on the files.

The user must be root or the utility must be owned by root with the 's’ bit set.

OPTIONS
wait If set to 0, the serr will sleep between dm_geteats() calls. If set to 1, the server will block
(interruptibly) in dm_get \eents().

number_of _msgs
If set to O, the server will wait fover, atherwise the server will wait for the indicated number of
event messages before exiting.

mount Registers to recge nount eents only Note: When using thenount optiondm_master(1) will
acknavledge a mount of theountpoint howeve you must restartim_master(1) to get it to ac-
knowledge subsequentanmts within themountpoinffile system.

-a Indicates that the daemon should also register for the asynchromots leandled by the file sys-
tem. By default those are ignored.

mountpoint.
file system(s) from which to reeei events.
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NAME
dm_session — Utility to manage DMAPI sessions.

SYNOPSIS
dm_sessior-d sid]
dm_sessiori-n sid [sess_inf{j
DESCRIPTION
This utility will either report on the current sessions and tokens or be used to clean up old s&gpiens.

cally, the Tertiary Manager software will clean up sessions when it is terminated gracafdliypon start-
up. However, in the event that some do not get cleaned up, this utility provides a means of doing so.

The user must be root or the utility must be owned by root with the 's’ bit set.

OPTIONS
-dsid Destrgy a ®ssion. Thislso responds to groutstanding eents.

-nsid Create a ng session, assuming the disposition and outstandiagt® of the old session.
sid Valid DMAPI session ID

sess_info
Name for the n@ session. Ifnot specified it defaults to the old session name.
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NAME

dm_trunc - Truncates a file.
SYNOPSIS

dm_trunc startoffset count file.
DESCRIPTION

This will truncate a file. It is highly recommended that thiencopy(1) be used instead of this utility
There should be no need to use this utility unless directed to do so by Quantum technical assistance.

This utility must be run as root or be owned by root with the ’s’ bit set.

OPTIONS
startoffset
This is the offset within the file where the truncation should start to .oddis should be on a
disk block boundary.

count The number of bytes to truncate. If set to 0, then all bytes from the specified offset will be truncat-
ed and the startfsiet is automatically adjusted to be on a block bound@uyrently, only O is sup-
ported until managed regions is supported.

file The names of the file(s) on disk to truncate. The file path(s) must also be in a managed file sys-
tem. The entire path name need not be entered. If preceded by a slash (/) in the command defini-
tion, the full path name, starting from the root direct@yequired as input to the command. Oth-
erwise, the Tertiary Manager commangya@nds the directory name using the current working di-
rectory as the parent. If multiple files are entered, the files must be separated by spaces.

SEE ALSO
fsrmcopy(1), fsrmdiskcopy(1)
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NAME
dm_util — Set extended attribute information for a file

SYNOPSIS
dm_util -D mnt_pt..

dm_util -r [-N attr_naméfile...
dm_util -T tmp_type mnt_pt
dm_util -A affinity_file..

dm_util -a]-d eventsetflags file..
dm_util -u attr_arg attr_val... file...
dm_util [-v] -0 objid_info_str file

WARNINGS
This utility should be used VERcarefully and only under the guidance of Quantum technical assistance.

DESCRIPTION
This utility can be used to modify flags and@ settings for files managed by the Tertiary Manager soft-
ware. ltcan also be used to disassociate (nexrdl) events from a file system or create special temporary
directories in the file system.

The user must be root or the utility must be owned by root with the 's’ bit set.

OPTIONS

-D mnt_pt
Disassociate (renve dl) events from the indicated mount points.

-r Remae dl events, flags, or &ys for a file or directory.

-N attr_name
Attribute name for attribute clean up which is reportedtasameby dm_infa

-T tmp_type
Create StorNd temp directory of type fltmp_type on specified mount poltlid values for
tmp_type

jnl : used for journaling
rel : used for file relocation feature
for : used for foreign migration feature

-A affinity
Set the specifiedffinity on files and directories. The affinity must be one that is currently config-
ured in the file system. Specifipneto clear the affinity setting on files and directories.

-a ewentsefflags
Add the specifieéwentsetor flagsto a file.

-d eventsefflags
Delete the specifieehentsewr flagsfrom a file.

ewentset
Valid values are:

admin data attr trash inherited
migr post read write tape_copy

Theadmin event set is valid for directories onlll other event sets are for files.
flags  Valid values:

no_trunc trunc_immed trunc_exclude tier_override
no_store dl_copies breign_filesystem
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no_reloc in_process being enamed
stranger_media

-u clasgsubclass<class_ndx3¥TRASH|RECYCLE [TEMP [NONE
Updates the class or subclass to the specified class indespécial cases, useyvords of
TRASH for trashcanRECYCLE for Recycle bin, TEMP for StorNext temp djrNONE for no
class,

-u mediasegment media_inggeneration
When setting media values, provide the segment nyrii'emedia inde and media generation
number Example:

% dn_util -u media 2 347 1 filea

Where2 is the segment numhe347is the media indeand 1 is the media generation number for
that segment.

-u attr_arg attr_val...
Update the indicated attribute for a file or directdfgless so indicated, attribute updatestake
attr value.

attr_arg
Valid values are:

key class subclassvsn
oneup stublen cpymap totvers
[dbn slen fsn  totseg
mask media objid reserved

When updatingcpymap or mask the attr_val must be provided in lxe Thesize ofmaskis 24
bytes.

When updating thebjid theattr_val provided will be a string that indicateshjid ,offset,length
(That is theobjid value and the offset and length for the data where the object id applies.)
Some samples of thebjid attr value:

- Set objid for entire file
. abcdefghijklmonp,0,0
- Set objid for offset/length: 0/100000
. abcdefghijklmonp,0,100000
- Set objid for offset/length: 100000/100000
. 1234567890123456,100000,100000
- Remove exsting objid at offset O
.0,0
- Remove exsting objid at ofset 100000
. 0,200000

[-v] -0 objid_info_str
Generate the object id for the indicated file using the object id information provioiedaténg
information for the input string:

- Input format:
fsid,ino,gen,ctime,mtime,pid,tid,gysn,seg,offset
- Field specifics:
fsid - format of dm_info output (ex. 0004cb296df4ba27)
ctime/mtime - date string format: YYYY:MM:DD:hh:mm:ss
(ex. 2012:10:04:07:35:25) or Unix time
(ex. 1349354125)
If the last 3 items are not provided ytdefault as follows:
vsn: 1, seg: 1, offset: 0
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- If " -v’ provided then report the input values for the object id

mnt_pt file system mount point.

file The name(s) of the managed file(s) to update.
SEE ALSO
dm_info(1)
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NAME
exclusions - file exclusions

SYNOPSIS
/usr/adic/TSM/config/excludes.store

/usr/adic/TSM/config/excludes.truncate
/usr/adic/TSM/config/excludes.postrestore

DESCRIPTION
These files allw criteria to be specified which will exclude files from store, truncation or post restore oper
ations. Thesyntax of all the files is identicaAny updates to these files will not require TSM to peled
for them to go into effect.

NOTE: with exclusion specifications being openly defined it is possible to potentially exclude files that may
be critical for disaster rewery.

The format of this file is strict and each line must begin with one of the following spedifidEXACT: |,
CONTAINS: , BEGINS: , ENDS:, MATCH: , and MATCH_PATH:

Each entry in the exclusion file must start in column one.

Store Exclusions
To facilitate identifying files to be excluded from store operations an exclusionuggadic/TSM/con-
fig/lexcludes.stojecan be used. Filenames (node name, not full path names) are testest He ®clu-
sions specified during preparation for stores and if the filename matches an exclusion the file is not included
in the store operation. Onewveat to this behavior occurs when filesvbadeen renamed after thénave
been stored. It will not matter if thewdile meets or does not meet the exclusion criteria ascttiestoons
are applied against the original stored pathnathi.is unclear that this condition exists, then running the
fsfileinfo(1) report on the file will display the stored path if it is indeed different the the current file path.

Truncation Exclusions
To facilitate identifying files to be xeluded from truncation operations an exclusion file
(/usr/adic/TSM/config/excludes.truncatan be used. Full path names are testedhagthe specifiedxe
clusions as files are being stored. If the pathname matcheslasien then the file will be marked so that
it will not be truncated. This has the same effect as rurfecigiat -t e on each file.

Disaster Recwery Exclusions
fspostrestorgl) is used when rewering a file system after a disastén addition to its primary restore re-
sponsibilities it can also create a file which contains a list of all the files in the file system tixatuatede
from truncations. This list includes files that either met the truncakiclmsgon criteria when it was stored
or that hae been explicitly marked witlfischfiat -t e. The files are referred to as "no truncate" fil&his
list can be used in conjunction with tfsgetrieve -B option to re-stage these files back to disk.

If some of these files are considered to be more critical than others, then there may be a need to separate
them such that some are retse before others. In order to accomplish this, ther/adic/TSM/config/ex-
cludes.postrestorexclusion file can be used to specify criteria which is used to filter the "no truncate" files.

Full path names are tested against the specified exclusions as files are being exafapuiregtorg1).
If the pathname matches the criteria then the file path will be written to a second list which resuts in tw
lists of files being generated instead of one. Teegtrieve B can be imoked for each one of the lists.

Exclusion File Tags:
# This is the comment identifieFhe remainder of the line is ignored.

EXACT:
A file name/path is matched if it is identical to this string.

CONTAINS:
A file name/path is matched ifyapart of this string appears in it.
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BEGINS:
A file name/path is matched if it begins with this string.

ENDS: A file name/path is matched if it ends with this string.

MATCH:
A file name/path is matched if it matches the specified skt@iégsion. Thisag is different from
the others as it will expand shell wildcards wheaeating a file. For example an asterisk (*) will
match anything when used with this tag but only match an asterisk when used with the other tags.

Wildcards:
A string is a wildcard pattern if it contains one of the characters ?, * bng¢se wildcard
characters are expanded according to the following definitions:

A ? (not between brackets) matchey aimgle character.

A * (not between brackets) matcheg aming, including the empty string.

Character classes:
An expression [...] where the first character after the leading [ is not an ! matches a single
characternamely ay of the characters enclosed by the beask Thestring enclosed by
the brackets cannot be emptyierefore Jcan be allowed between the bracketsyjoled
that it is the first characte(Thus, [][!] matches the three characters [, ] and !.)

Ranges:
There is one special comntion: two characters separated by - denote a range. (Thus, [A-
Faf0-9] is equivalent to [ABCDEFRabcdef0123456789].) Ommay include - in its literal
meaning by making it the first or last character between thedisacklhus[]-] matches
just the tvo characters ] and -and [--0] matches the three characters -, ., 0, since / cannot
be matched.)

Complementation:
An expression [!...] matches a single charact@mely ay character that is not matched
by the expression obtained by removing the first ! from it. (Thus, [!]a-] matclyesran
gle character except ], a and -.)

One can remee the special meaning of ?, * and [ by preceding them by a back®ash.
tween brackets these characters stand for theasselvhus[[?*] matches the four char
acters [, ?, *and .

MATCH_FATH:
This is identical to MACH except that it will only match a slash in a filename/path with a slash in
then pattern and not by an asterisk (*) or a question mark (?) metacharactgr a bracket>e
pression ([]) containing a slaslso eery slash in the file path must match a slash in the specified
exclusion string.

EXAMPLES: stor e exclusions
A comment line

# Exclude definitions for temporary files
Will exclude "temp_work.tmp" and "backup.out", but no other files

EXACT:temp_work.tmp
EXACT:backup.out

Will exclude "exclusions.man
man"

, "testrun.temp”, "temp.logs", and "temporary", but not "manifest" or "sher

CONTAINS:.man
CONTAINS:temp

Will exclude "tmp.file", "tmpstuff’, and "temporary”, but not "file.tmp", "file.tmp.1", or ".temporary"
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BEGINS:tmp
BEGINS:temp

Will exclude "work.tmp" and "work.temp", but not "temp.work" and "tmp.work"

ENDS:.tmp
ENDS:.temp

Will exclude "tmp.file", "tmpstuff", and "temporary”, but not "file.tmp", "file.tmp.1", or ".temporary"

MATCH:tmp*
MATCH:temp*

Will exclude ay file starting with "a", "c", "e
MATCH:[ace]*

Will exclude "temp.1", "tempXY", and "file.temp.1", but not "temporary”, "tempABC" or "file.temp"
MATCH:*temp??

Will exclude "tmp.file", "tmpstdf, and "temporary"”, but not "file.tmp", "file.tmp.1", or ".temporary" Since
store exclusions are based on file names and not pathECMIAATH will yield the same results as
MATCH

MATCH_PATH:tmp*
MATCH_PAT H:temp*

EXAMPLES: truncate/postrestore exclusions
A comment line

# Exclude definitions for temporary files
Will exclude "/sn/fsl/temp_work.tmp" and "/sn/fs1l/backup.out”, but not "/sn/fs9/temp_work.tmp"

EXACT:/sn/fs1l/temp_work.tmp
EXACT:/sn/fs1/backup.out

Will exclude "exclusions.man", "testrun.temp”, "temp.logs", "temporary", anything in the "/sn/fsl/temp/"

directory but not "manifest”, "sherman” or "/sn/fs1/xman/file"

CONTAINS:.man
CONTAINS:temp

Will exclude "/sn/fsl/dirl/tmp.file", and"/sn/fsl/dirl/tmpstdf, but not "/sn/fsl/dirl/file.tmp"”, or
"Isn/fs1/dir2/tmp.file"

BEGINS:/sn/fs1/dirl/tmp
Will exclude "work.tmp" and "work.temp", but not "temp.work" and "tmp.work"

ENDS:.tmp
ENDS:.temp
Will exclude "/sn/fs1/dirl/tmpfile”;/sn/fs2/dirl/tmpfile”, but not "/sn/fs1/dir2/tmpfile"
ENDS:/dir1/tmpfile
Will exclude "tmp.file", "tmpstuff’, and anything under the "/sn/fs1/tmp/" directary not “file.tmp", or
"file.tmp.1"
MATCH:*/tmp*

Will exclude aw file in the "/sn/fs1/dirl/" directory and grsubordinate directory such as /sn Wiickude
"/sn/fs1/dirl/filel”, "/sn/fs1/dirl/dir2/file2"

MATCH_PATH:/sn/fs1/dirl/*

Will exclude "tmp.file", "tmpstuff", and "/sn/fs1/dir/tmp.file", but not “file.tmp", or "/sn/fs1/dir2/tmp.file"
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MATCH:*/dirl/tmp*

Will exclude "/sn/fs1/.profile", and "/sn/fsZ/.profile", but not "/sn/fs10/.profile" or "/SN/fs1/.profile"
MATCH:/sn/fs?/.profile

Will only exclude "/fs1/file", "/fs2/file", "/fs3/file" or "/fsZ/file"
MATCH:/fs[1-3Z]/file

Will exclude an file in the "/sn/fs1/dirl/" directory but not gnfiles in subordinate directories sues
"/sn/fs1/dirl/dir2/file"

MATCH_PATH:/sn/fs1/dirl/*

FILES
/usr/adic/TSM/config/excludes.store
/usr/adic/TSM/config/excludes.truncate
/usr/adic/TSM/config/excludes.postrestore
SEE ALSO
fschfiat(1), fspostrestorgl), fsretrieve(1)
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NAME
fhpath — Generate file path from handle

SYNOPSIS
fhpath phandle fhandle

DESCRIPTION
The fhpath utility will conert the specified file handle and parent file handle into the associated path.

OPTIONS
phandle Paent handle in hex.

fhandle  File handle of file or directory in hex.

SEE ALSO
dm_info(1)
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NAME
filesystems

SYNOPSIS
/usr/adic/TSM/config/filesystems

DESCRIPTION
The file system configuration file contains the file systems that are being managed by the Takt.softw
Each file system is listed along with some configuration parameters for the file system. File system entries
are automatically added to the file when féeddrelation(1l) command is used to add the first relation to a
file system. Also, entries are automatically rgetbfrom this file when thésrmrelation (1) command is
used to remee the last relation from a file system.

NOTE - A line in the file with a first character of '# will be treated as a comment line. A line with a first
character of '/’ will be treated as a file system erifabs or spaces may be used between parameters in a
file system entry.

NOTE - When an entry is added by tsaddrelation(1) command, the entry is added with the default pa-
rameters (shown below). If those parms are to be changed, edit the file anthendésired updates.

WARNING - Do not add or renve entries from the file by hand. ANethat to be done automatically by
thefsaddrelation(1) andfsrmrelation (1) commands. You majioweve, update file system parameters by
modifying the file.

In order to manage file data and maintain adequate disk space for a file system, the TSM software will relo-
cate data blocks of existing files from onératfy to another or truncate data blocks of existing files from
disk. Theseoperations are performed automaticallyt lzan be applied manually by using tfseelo-

categ(1), fsrmcopy(1) or fspolicy(1) commands Certain criteria apply for file data to be eligible for reloca-

tion or truncation (see man pages for thevabmmmands).

The automatic relocation and truncation of managed files is accomplishisgaliay(1) commands. A set

of daemons issue these commands agdreeneeded. The parameters in the filesystems configuration file
specify the target fill el to be wsed byfspolicy(1) for each file systemAdditionally, they indicate which
policy scheme is in effect for each file system: Space Based or Min Time. Tareddes between these
two schemes is discussed in a latter part of this man page.

Each entry in the configuration file is a line of fields separated by spaces/tabs of the form:
Mount_Point Low_Use High_Use Enable_Min_Time Min_Use Enable_Truncation

A detailed description of each parameter iggiin a latter part of this man page.

Daemon Policy Schemes:

For the automatic relocating or truncating of managed data, there@ssitemes used for kickingfgfoli-
cies: Space Based and Min Time. Operation#ilgse schemes Vvmsmilarities and differences.

Scheme Similarities:

With either polig scheme, relocation or truncation policies are started when the file systemwefitjdes
aborve the High Usepercentage. Whethis occurs, all possible candidates for the file system aie pu©

in the candidate list for relocation or truncationf just a manageable number of candidates tha ha
reached their minreloctime or mintrunctime, as specified by theirypdéiss. The files in the list are then
relocated or truncated in an attempt to reach.tve Usefile system fill percentage.

With either polig scheme, emgeng relocation and truncation policies are started when the file system fill
level reaches 100 percent. When this occurs, all possible candidates for the file systerit acg iGhe
candidate list for relocation or truncation, but just a "quick" list of thgektrfiles gailable is built. The
files in the list are then relocated or truncated in an attempt to redcbviidsefile system fill percentage.

With either poliy scheme, a daemon will run daily mintime relocation and truncation policies whose pri-
mary purpose is to manage the files thatenenake it into space based candidate lists. The mintime poli-

cies do put all possible candidates into the candidate lists, which are sorted by time from oldest to youngest.
These policies are run to more accurately apply the relocation and truncation parameters defined in the con-
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figured poliy classes and to pro-aetly keep the fill leel below theHigh Usepercentage.

Sdeme Diferences: Space BasedThe daily mintime policies will truncate candidate files in the file sys-
tem until theLow Usefile system fill percentage is reached.

You would use this scheme on a file system if you want to automatically manage the file systeenrfdl le
lower than thé_ow Uselevel. In other words, you ant the automatic relocation or truncation of files to oc-
cur only as space needs indicateMin Time - The daily mintime policies will truncate candidate files in
the file system until th®lin Usefile system fill percentage is reached.

You would use this scheme if you want moreiftdity in having old files truncated from disk. You can set
Min Uselower thanLow Useso that old files will be truncatedaen if the file system is already baid ow
Use SettingMin Useto 0 would cause all valid candidates to be truncatgadkess of the file system fill
level.

File System Configuration Parameters:

Low Use
The target fill lgel for a non-mintime truncation poliqa policy that does NO use the -m op-
tion). It is given as a prcentage of used blocks.

Example: Assume the lWoUse \alue is 75%, and the file system is currently 90% full. Also as-
sume there arealid candidates that can be used to manage the file system down to 65%. The poli-
cy aperation will stop at 75%ven though there are more valid candidates to manage.

(Default Lowv Use: 75)

High Use
The fill level at which the space-monitoring daemon automatically runs a non-mintimey polic
an attempt to reach thew Usefill level. This is done rgardless of the current policscheme. It
is given as a prcentage of used blocks.
(Default High Use: 85)

Enable Min Time
This flag indicates which poljcscheme is in effect. If set toue, it indicates the Min ine policy
scheme is being used, ahtin Usewill be the target file system fill el for mintime policies. If
set tofalsg it indicates the Space Based scheme is being usetdpandsewill be the taget file
system fill level for mintime policies.
(Default Enable Min Time: true)

Min Use
The taget fill level for a mintime truncation polc(a policy that uses the -m option). It isvgh as
a percentage of used blocks in the file system.

Example: Assume thklin Usevalue is 35%, and the file system is currently 50% full. Also as-
sume there arealid candidates that can be used to manage the file system down to 20%. The
mintime polig/ will stop at 35% gen though there are more valid candidates. IfNtie Usevalue

is 0, then all files that are valid candidates will be affected.

Note - If Enable Min Tmeis false, this parameter has néeef, and the.ow Usevaue will be the
target for ag mintime truncation policies run on the file system.
(Default Min Use: 75)

Enable Truncation
This flag indicates whether file truncation is enabtadk) or disabled false for the gven filesys-
tem.

By default file truncation is enabled, so files are automatically truncated in order to free up space,
also a user call causing no-space condition will be blocked until free spae#abla. When set
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to disable no truncation takes place, a user call caused no-space condition will fail with ENOSPC
error.

Note - when truncation is disabled it is still possible to truncate files tsimgliskcopy(1) utili-
ty.
SEE ALSO
fspolicy(1), fsrelocatg1), fsrmcopy(1), fsclassinfdl), fsaddclas$l), fsmodclas$l)
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NAME
fsactvevault — Run an actie vault policy

SYNOPSIS
fsactivevault [-archiveal,...] [-vault dest[-copycl,...] [-usedsizq [-remaining sizd [-ageagd
[-sort columr [-migrate|-nomigrate] [-pending]-nopending] [-highmark pcf] [-lowmark pcf]
[-fullpct pcf] [-report] [-include-policy p1,...] [-exclude-policypl,...] [-capacity] [-dryrun]
[-limit nuni [-notify level [-noheadel [-debud [-help] [-policy namé

DESCRIPTION
Thefsactivevault (1) command callssmove(l) to automatically vault qualifying medidMedia are aulted
when the percentage of the used capacity of the Storage Manager license meassdy theA\CTIVE-
VAULT _HIGH_USE sysparm galue. Mediawill continue to be vaulted bfsactivevault(1) until the used
capacity is belw the ACTIVEV AULT _LOW_USE sysparm threshold. By dailt, only media that meet
or exceed th&CTIVEVAULT _FULL_PERCENT sysparm value will beaulted. Actve Vault policies
may be scheduled with tligschedul¢l) command.

The administrator must manually complete ¥senove(l) operation through the Library Operator Ingexé
(LOI) in the StorNext GUI. When used in conjunction with the Quantum Scalar libraryeA¢ult fea-
ture and SIWPI, the media will automatically nve o the Active Vault after completing thesmove(l) op-
eration through the LOI. Otherwise, the media will be in the library mailbox and need to be manually re-

moved.
OPTIONS

-archiveal,...
Media to be aulted are selected from this list of akasi Multiple archives may be specified by
either listing them as a comma separated list or by specifying mubileive options. Atleast
one archie rame is required unlesgeport is also specified.

-vault dest
The destination arché where to ault media. The -vault option is required unlesseport is also
specified.

-copycl,...
A list of copy numbers to query on. If neopy option is specified, then media belonging tg an
copy may be meoed to the \ault. Multiplecopies may be specified by either listing them as a com-
ma separated list or by specifying multipt@py options.

-usedsize

Select only media that @ usedsizecapacity. sizeis in bytes by default, but a suffix B{ytes),
K (ibibytes),M (ebibytes) G(ibibytes) orT (ebibytes) may be used to specify capacity.
-remaining size
Select only media that @ size capacity remaining.sizeis in bytes by default, but a suffix of
B(ytes),K (ibibytes),M (ebibytes) G(ibibytes) orT (ebibytes) may be used to specify capacity.
-highmark pct
Override theACTIVEV AULT _HIGH_USE sysparm dlue to start vaulting if the used capacity of
the Storage Manager license is at onabhe pct percent.

-lowmark pct
Override theACTIVEV AULT _LOW_USE sysparm value to stop vaulting if the used capacity of
the Storage Manager license is betbe pct percent.

-fullpct pct
Override theACTIVEV AULT _FULL_PERCENT sysparm value to consider vaulting media that
is at or abwe thepct percent.

-ageage
Vault media according to agageby default is in secondsuba time unit may also be provided to

specify seconds days weeks months or years. A specific date may also be specified with the
YYYY:MM:DD:hh:mm:ss format.
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-sort column
Sort results based accordingcdumnwherecolumncan beage id, full, remaining or used

agewill sort by last access time of the media.
id will sort by media ID.

full will sort by the percentage full of the medighis is the default behavior if ngort option is
specified.

remaining will sort by space remaining on the media.

usedwill sort by the amount of space used on the media.

-migrate
Select from media in the MIGRATE media class.

-nomigrate
Ignore media in the MIGRATE media class.

-include-policy p1,...
Select media belonging to the list of pglidasses. Ithis option is used, only media belonging to
the list will be selected. Multiple policies may be specified either by using a comma separated list
or by including multipleinclude-policy options.

-exclude-policypl,...
Excludes media belonging to the listed pplitasses. Theadic_backuppolicy is excluded un-
less explicitly included byinclude-policy. Multiple policies may be specified either by using a
comma separated list or by including multipg&clude-policyoptions.

-limit num
Limit the number of vaulted media tmm

-dryrun
Shav what media would beaulted according to the selection criteria without actually calling the
vsmove(l) command to vault the media.

-notify level
Set the email notification Vel for active vault polioy admin alerts wherdevelis eithernone, er-
ror, warn, or info.

nonewill suppress all email notifications.

error will only send notifications when an error occurrs, such as database errors or licensing er
rors.

warn will send notifications for warnings, such as being unableatdt wnough media to satisfy
the lov water mark.

info will cause email notifications to be sent indicating that the@etiult polioy completed suc-
cessfully The default notification el iswarn.

-debug Enable extra debug output.
-help  Display help.

-policy policyname
The name of the Acte Vault poligy to use for email notifications.
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REPORTING OPTIONS

-report Generate a media report based upon the selection criteria. This does not vsthdel) com-
mand.

-pending
Select media where a vaulting operation is pending.
-nopending
Select media where no vaulting operation is pending.
-capacity
Report the current licensed capacity and total@ble licensed capacity.

-noheader
Do not display header or result count in the media report.

ENVIRONMENT
The following parameters are configurable infthesysparniile.

ACTIVEVAULT _HIGH_USE
Percentage of used licensed capacity at which to begin thesAétillt poligy.

ACTIVEVAULT _LOW_USE
Percentage of used licensed capacity at which to stop thesAéiilt poligy.

ACTIVEV AULT _FULL_PERCENT

Percentagealue used to check against to determine if a medium is full enough for vaulting con-
sideration by Actie Vault.

EXAMPLES
Example 1.
Vault all copy #2 media in the i6k archie o the vaultO1 archie that are in the MIGRATE class.

fsactivevault -a i6k -v vaultOl1 -c 2 -migrate

Example 2.
Create a scheduled palithat runs eeryday at 2 am that willault media that are at least 500 MiB in size
and are older than 2 monthkimit the number of vaulted media to 10. Media are to be vaulted in order of
access time from least recently accessed to most recently acc&sgedefault high and Ve thresholds
and full percent apply.

fsschedule -a -n mypolicy -f activevault -p daily -t 0200 --\
-a i6k -v vault01 -age 1month -used 500M -sort age -limit 10

Example 3.
The capacity for the Storage Manager is at or near the licensed cafgacigclaim licensed capacity an
administrator might decide to vault media belonging to a pal&ss named "old_data" that has not been
accessed in the last 10 days that is als D GIB in use. The selection criteria is sorted by the size to re-
duce the amount of vaulting that may be needed. The fullpct value is reduced todftide ohe dedult
ACTIVEVAULT_FULL_PERCENT sysparm to help nefure that there are qualified media.

fsactivevault -a i6k -v vaultO1 -include-policy old_date -used 1G \
-age 10days -sort size -fullpct 1

Example 4.
Query media to determine which media will lukted next, excluding all media belonging to pplitass
"important".

fsactivevault -report -exclude-policy important
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Example 5.
Compression is enabled onws and the data compresses at a high data compression Tataoid vault-
ing media with a layge amount of space remaining, the administator sets the remaining size constraint and
sets the fullpct to 0.

fsactivevault -a i6k -v vaultO1 -remaining 500M -fullpct O

Example 6.
Vault media that hae rot been accessed since a specific date of "Jan 15 12:30:00 2012".

fsactivevault -a i6k -v vaultO1 -age 2012:01:15:12:30:00

EXIT STATUS
0 Success completion.
1 There was an error processing the arguments.
2 The vaulting license isvalid.
11 There were not gmmedia detected that matched the ppotteria.
12 The Actve Vault polioy was unable to vault enough media to getWwelee high water mark.
13 The Actve Vault polioy was unable to vault enough media to get\elee lov water mark.

255 An internal fatal error prematurely terminatsalctivevault (1).

FILES
/usr/adic/TSM/config/fs_sysparm.README

SEE ALSO
vsmove(l), fsschedulél), fsschedlockl)
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NAME
fsaddclass — Create and define & pelicy class.

SYNOPSIS
fsaddclassclass[-s softlimit] [-h hardlimit] [-S stubsizg[-t mediatypg[-l securitycodg[-o acctnunh
[-x maxcopiel[-d defaultcopiep[-m minstoretimg[-c mintrunctimé [ -a affinity...]
[-i minreloctimé [-R affinity] [-v drivepoo] [-k maxversionf[-f i|p] [-r c|s] [-p yegno]
[-z minsetsizeg maxsetg€ [-L drivelimif] [-G y|n] [-V y[n] [-D y[n]

DESCRIPTION
Thefsaddclas¢l) command creates amgolicy class definition. Br each of the optional arguments that
are not entered, the Tertiary Manager software will substitute default values. Most default values can be
modified in a system parameter file.

This command accepts upper case or lower case input, but class namesayslllzd comerted to laver
case.

OPTIONS
class Poligy class. If the polig class already exists, the command is rejectegholicy class is a maxi-
mum of 16 alphanumeric characters. The special "-", ".", and "_" characters are also permitted.

-a affinity...
A space-separated list of disk affinities that the files in this pal&ss will traverse throughout
their life gycle. \alid entries include anof the affinities already configured in the managed file
systems or the @rd none The first afinity in this list will be considered the default disKiaity
for this polig/ class, the affinity in which files initially will be created. Whenythecome eligible
candidates for relocation, the files will be ved to the next disk affinity in the list. The axd
nonemay be specified in place of the affinity list to indicate no automatic relocation is to occur for
this polioy class. NOE: Presently a maximum of oneffinities are supported, including the de-
fault disk afinity. If the -a option is not used, no automatic relocation will occur for this polic
class.

-R affinity
The affinity to retrige a tuncated file to. This will eerride the default affinity.

-d defaultcopies
The total number of copies that will be stored (including the primary)dopeach file in this pol-
icy class. Thalefaultcopiesption can be set equal to, but not exceedingirifvecopiesetting. It
cannot be set to less than one. If #leption is not used, the default number of copies will be
specified by the system parameter CLASS BHEHE _COPIES.

-filp  The file retention poligfor the polig class. The files can be truncated immediatglpr(at plicy
application time [§) once all file copies are stored on a medium. If-theption is not used, the file
retention polig will be specified by the system parameter CLASS_FILE_CLEANUP.

-h hardlimit
The maximum number of media that are allowed in this palilass. Whenthe hard limit is
reached, a arning message is sent to #yslogand to the user specified as the e-mail contact for
this poligy class. Files can still be stored in the pplatass, as long as there is room on the media
that hae dready been used to store files in that politass. Ifthe -h option is not used, the
hardlimit will be specified by the system parameter CLASS_HARDLIMIT.

-| securitycode
Up to four characters can be used for the security code. The special character is also permitted.
If the -1 option is not used, the default will be specified by the system parameter CLASS SCODE.

-C mintrunctime
The minimum time that a stored file must reside unaccessed on disk before being considered a
candidate for truncation (the clearing of disk blocks). A file will neehits disk blocks truncated
(by a truncation policy) until it has remained unaccessed on disk for this amount of time. After that
time, a truncation policwill consider the file a valid candidate for truncation, but it may or may
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not actually be truncated. That will depend on the current file systenvdllaied the file system
configuration parameterdNOTE: An "emegeng" truncation polig ignores this time. If thec
option is not used, the daflt mintrunctime will be specified by the system parameter
CLASS_TRUNCTIME. Theminimum value allowed for this time is 5 minuteSee SETTING
CLASS TIMES belay for more info on time format and usage.

-i minreloctime
The minimum time that a file must reside unaccessed on disk before being considered a candidate
for relocation (the moving of data blocks from one disk affinity to anoti#efile will not have its
data blocks relocated (by a relocation policy) until it has remained unaccessed on disk for this
amount of time. After that time, a relocation pyligill consider the file a valid candidate for re-
location. Thefile may or may not actually be relocated at that time, depending on the current file
system fill lvel and the file system configuration parametdd©OTE: An "emegeng" relocation
policy ignores this time.The -a option is required to use this option. If theoption is not used,
the deéult minreloctimewill be specified by the system parameter CLASS_ TBHE. Themin-
imum value allowed for this time is 5 minutes. See SETTING CLASS TIMESMf@omore in-
fo on time format and usage.

-m minstoretime
The minimum time that a file must reside unmodified on disk before being considered a candidate
for storage on media. A file will not be stored (by a store ypliatil it has remained unmodified
on disk for this amount of time. After that time, the next galim will attempt to store the fildf
the -m option is not used, the daflt minstoretimewill be specified by the system parameter
CLASS_MINTIME. The minimum value allowed for this time is 1 minut&ee SETTING
CLASS TIMES belay for more info on time format and usage.

-Sstubsize
The truncation stub size (in kilobytes). This value is used to determine the number of bytes to
leave o disk when files are truncated. Thialwe will be the minimum number of bytes left on
disk (the value will be rounded up to a multiple of the file system block sikkis value is not
used when a stub size has been explicitly set for a filefsalifiat(1). If the-Soption is not used,
the default will be specified by the system parameter CLASS TRUNCSIZE.

-0 acctnum
Up to five characters can be used for the account nuniler special *_" character is also permit-

ted. If the-o is not used, the dafilt will be specified by the system parameter CLASSCA
NUM.

-rcls Media classification after cleanup pglibas been performed. When all files are deleted from a
medium, the medium canu@t back to the owning policclass blank poold) or to the system
blank pool §). If the-r option is not used, the default media classification will be specified by the
system parameter CLASS_MEDIA_CLEANUP.

-s softlimit
The warning limit for the number of media that can be allocated in this/mtdiss. When the soft
limit is reached, a arning message sent to t¢slogand to the user specified as the e-mail con-
tact for this polig class. The value dfoftlimit must be less than or equal to the valubatilimit.
If the -s option is not used, the drflt softlimit will be specified by the system parameter
CLASS_SOFTLIMIT.

-t mediatype
Defines the type of media to be used for the paliass. Depending on the type of platform used,
the following media types are supported by Tertiary Manager software:

AIT
AITW
LATTUS
LTO
LTOW
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SDISK

3590

3592

9840

9940

T10K

DLT4

DLT2 (SDLT600 media)

The fsstorg(1) command canwerride this parameter with thé option. If the -t option is not
used, the default media will be specified by the system parameter CLASS_DEF_MEDIA_TYPE.

-v drivepool
The Media Manager dré pool group used to store or retréechta for this polig class. Thidrive
pool name must be defined within the Media Manager software befpmaetha operations can
occur for this polig class. Thespecial "_" character is permitted to identify thesefool group.
If the -v option is not used, the default\ipool group will be specified by the system parameter
CLASS_DRIVEPOOL.

-X maxcopies
The maximum number of copies (including the primary copy) that are allowed for each file in this
policy class. Theamaxcopievaue cannot be less than ondOTE: If the copy setting for a partic-
ular file is adjusted using ttHischfiat(1) command, it cannot exceed the value defined by the sys-
tem parameter CLASS_MAX_COPIES. If the option is not used, the maximum number of
copies will be specified by the system parameter CLASS MAX_COPIES.

-k maxversions
This is the maximum number of inaetivasions to keep for a file (the current version isvagti
all others are inaat€). When a stored file is modified, thersion number is immediately incre-
mented for the file. Oldersions are kept around until theeclean(1) command is used to clean
those versions fromeFtiary Manager media. At the time awngersion is stored, the oldestrv
sion will be deleted if maxversions has been reached.fddhean1) command will not be re-
quired to clean that version. If maxversions is defined as 0, only the aegion will be retained
and if remw@ed from the file system, it will still be rewerable unless theD option is set on the
file. If the-k option is not used, the default max versions to keep will be specified by the system
parameter CLASS_MAX_VERSIONS.

-p yegno
This option decides if we allothe poliy engine to automatically store files for this pglidass.
If the -p option is not used, the drflt will be specified by the system parameter CLASST®-
STORE.

-z minsetsize
The minimum set size of the paliclass. It will be specified in the form of [0-999][MB|GB].
When this option is specified with a non-zeabue, the store candidates in the potitass hae ©
add up tominsetsizdefore ag of them can be stored by the pgliengine. This option wrks in
conjunction with-g option. Specifying zeroalue for this option will disable the check, which re-
quires-g be set to zero as well. If the option is not used, the daflt will be specified by the sys-
tem parameter CLASS_MINSETSIZE, which isvays in MB and does not require the unit suffix.

-g maxsetge
Candidate expiration time (in hours) of the pplatass. This option works in conjunction with
option so that files will not sit fover on the candidate list because tmnsetsizeéhas not been
reached. As soon as\afile on the store candidate list in the pyplatass ismaxsetge old, all of
the files should be stored. Specifying zero will disable the check, which requiveset to zero
as well. The maximumalue for this option is 720 hours, which equals to 30 days. Hothetion
is not used, the default will be specified by the system parameter CLASS MAGEET
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-L drivelimit
The maximum number of drgs to tse when the policis run. Specifyingnone will disable the
drive limit. If the -L option is not specified, allvailable drives will be used.

-G y|n Generate and maintain a checksum for each stored file. If this option is enabled, a checksum wiill
be generated as each file is written (stored) to the associated protectidhdiehecksum will be
retained for use in the checksumldation phase of subsequent retei@perations. Thiption
can be werridden by the FS_GENERATE_CHECKSUM parameterfsnsysparmSee fs_sys-
parm.READMHile for details. Thefsfileinfo(1) command can be used to determine if a file has a
corresponding retained checksum value.

-V y|n Verify the checksum of each retviel file. If this option is enabled, a checksum will be generated
as each file is read (retviel) from the associated protection tifihe generated checksum will be
compared to the corresponding (created when the file was stored) retdunedThe retrige will
fail and a RAS tickt will be opened if the checksum does not match. No compare will occur if no
retained value exists (checksum generation was not enabled wheasfigoned). This option can
be overridden by the FS M IDATE_CHECKSUM parameter irfs_sysparm See fs_sys-
parm.READMHile for details.

-Dy|n Remaoe database information when a file is rared. If this option is enabled, then when a file is
removed from the file system, the corresponding database information indicating where the file
was dored will also be remad, and the file will NO be recoverable throughfsrecover(1). If
this option is disabled, then the database entries will be retained and the fileésatdeahrough
fsrecover (1).

SETTING CLASS TIMES
The polig time values associated with a clagsnstoretimemintrunctimeandminreloctimecan all be set
in units of minutes, hours or days 3ecify minutes put am’ suffix on the value, to specify hours put an
"h’ suffix on the value and for days usedasuffix. Notethat if the unit suffix is not specified th@nstore-
time value defults to units of minutes while the others default to units of days. Some valid examples for
policy times:

15m - 15 minutes

3h -3 hours

7d -7 days

10 -10 minutes fominstoretimeand 10 days for the other times

Store poliy commands are ki@d of automatically @ery minute or so as long as files are being created.
Therefore setting aalue forminstoretimeto just a fev minutes will usually result in a store pglicom-
mand starting the store operation for the files in a class within the time requested. Wt lidiles are
being created slowly the software magitwp to 5 minutes before kickingfaf gore polig/ in an atempt

to get a lager number of files to store at one time. Also Wera that other factors léks/stem load, media
awailability etc can affect the time the stores will actually occur.

Truncation and relocation policies are only run automatically once a day at midnight. (There are also poli-
cies that run as file system filbigs warrant lot the time when these occur is not scheduled. Sddasyes-

tems4) man page for more info on the space based policiethere is a real need to Vefile data trun-

cated at a specific time after last access thend®ps are necessathe setting of the class time and the
scheduling of the policcommands. As an example let us assume yani o truncate class data for classl
after being unaccessed after one hdbe first step would be to set thentrunctimeto 1h (or 60m). Next

you must schedule via cron a truncation potic run esery half hour (Note here thatven with policies

running eery half hour; a file may wait up until the time between policiegohd the trunctime before
truncation occurs. For example if policies run on the half,leofie is created at 01:00:01am, it will not be
truncated until 2:30am since at 2:00am it is 1 second short of being an hour old.)

When setting up the policcron job it is probably easiest to set up a simple shell script to wrap thg polic
so that the processing environment is set up correBdy example set up a script under TSM:
/usr/adic/TSM/util/truncPolicyr he contents of the script may look like:
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#!/bin/sh

#

. | usr/adic/.profile
/usr/adic/TSM/exec/fspolicy -t -c classl -0 0

Note the last argument to the pglicommand 20 0. This tells the polig to keep truncating files until it

runs out of candidates or the file system reaches 0 percent full. If you looKilsystem$4) man page it
indicates the automatic nightly pafionly truncates to the Min Use percentage and then quetsiemore

valid candidates are present. If the desire is to truncate all candidates then@he heeded. Tuncating

all files for a class should be done carefully as there will be an expense to retrieving those files back if
needed.

Only one truncation policis dlowed to run at a time. This is due to potential conflicts in candidate man-
agement between policies and also for performance reasons. If it is desired to run multiple policies 'at the
same time’ then just put multiple policies in the truncate script aveltham run sequentiallBe sure and

not place an ampersand after the commands or some will fail becayseetihecked out by the currently
running poligy. Also be sure when setting up the cron jobs not & ltee scheduled scripts run too close
together The Users Guide contains more info on the scheduling of truncation policies.xample of a

script with multiple scheduled policies would be:

#!/bin/sh

#

. | usr/adic/.profile
/usr/adic/TSM/exec/fspolicy -t -c classl -0 0
/usr/adic/TSM/exec/fspolicy -t -c class2 -0 0
/usr/adic/TSM/exec/fspolicy -t -c class3 -0 0

The next step is to create the actual cron eRuy crontab -eand set the entry to look somethingelikis:

00,30 * * * * Jusr/adic/TSM/util/truncPolicy

One last thing to note on schedulingti@’ truncation or relocation policies: there is an expense to running
these commands as yhget and check their candidate listgereif no files are actually truncated or relocat-

ed. This is especially true for sites where millions of files are resident on disk at one time. See she User
Guide for more recommendation info on the scheduling of these policies.

SEE ALSO
filesystemg¢4), fsmodclasgl), fsrmclasq1), fsclassinfql), fschfiat(1), fsstorg(1), fsrelocatg1), fsver-
sion(1), fsclean(1), fsfileinfo(1), fspolicy(1)
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NAME

fsaddrelation — Add a directory-to-poficlass association.
SYNOPSIS

fsaddrelation directory -c class[-m mediaid]
DESCRIPTION

Thefsaddrelation(1) command associates a directory with a pailass. Classesf data are delineated by
assigning the directories on disk to pplitasses. The directory specifieddimectory must not be superior

or subordinate to grdirectory that already has a directory-to-pglitass relationship. The policlass re-

lation point cannot be a directory in the root file system, and it is recommended that the comm@nd be e
cuted before adding wiiiles to the directoryif the directory contains files when tfsaddrelation(1) com-

mand is gecuted, the file system must be ingetino users in the file system), because it must be un-
mounted, mapped, and remounted at the time didddrelation(1). Thefsaddrelation(1) command will

fail if the specified directory is not empty and the associated file systamyidtis recommended that the
fsaddrelation(1) be performed to a populated directory during a slack time, because users will not be able
to access affiles in the files system.

Adding a directory relationship to a paliclass causes the directory to become a migration directory under
Tertiary Manager softare control. A migration directory is one in which the files stored by client users are
Tertiary Manager controlled media. The relationship can be vetnby wsing thefsrmrelation (1) com-
mand after all files subordinate to the pplitass relation point are remel.

fsaddrelation(1) will fail if directoryhas an dinity. If directoryhas an dinity associated with it, first use
the cvaffinity (1) command to remwe its afinity. Upon successful completion &faddrelation(1), if the
classhas aw affinities, the directory will hee its affinity set to the first affinity in the class affinity list.

Be avare that ifdirectory has subordinate directories already xisgence when this command is run, the
subordinate directories will retain their current affinity associationthat case, the creation ofyanew
files in those directories may result in allocations to unexpected stripe groups. Thereforajrit $¢raggly
recommended thdsaddrelation(1) be eecuted before adding gifiles or subdirectories wirectory.

When the first relation is added to a directory in a file system, that file system becomes a managed file sys-
tem. An entry for the file system is added to the file system configuration file: $TM_DIR/config/filesystems.
The entry is added with system defaults for values. If it is desired to change the defaults, edit the file and
malke the desired updates. The file itself has a description of the configuralims\WWhen the last relation

is remaed from a file system, the entry is remed from the configuration file.

The identifier specified inlassdetermines ho media will be selected for use in migrating files in the spec-
ified directory Only media containing files associated with the same yolass, or system blanks, will be
selected.

The first file written to a medium taken from the system blank pool will determine whicly plalss the
medium is associated with.

This command accepts upper case or lower case input.

SNPOLICY CONVERSION
This command is used as part of the process faredimg a directory that has been previously managed by
snpoligyd to nav be managed by Storage ManagBote that this is only useful if snpolicyd was used for
storing files to LATTUS media since that is the only media type that snpolicydeatiarylr Manager hae
in common.

This command can be used to add a relationshipytam@m-empty directory When the command is to be
used for adding a relationship to an snpotizectory, where LATTUS was the target, then tme option

will be required. Bgond the normal processing for a non-empty directory whemihie specified the files
that were stored to LATTUS media by snpolicyd will/édheir info updated to reflect those file copies are
already stored.

Note the command willail if an attempt is made to add a relationship to a directory that hasuysly
been managed by snpolicyd and threoption is not provided with a valid LATTUS media.
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OPTIONS
directory
Pah name of the directory to be associated with the polass. The directory must alreadyist
and the name must be less than 256 characters long. The entire path name need not be entered. If
preceded by a slash (/) in the command definition, the full path name (starting from the root direc-
tory) is required as input to the command. Otherwise, éngafy Manager command expands the
directory name using the current working directory as the parent.

-c class Policy class to be associated with the direct@ypolicy class name can be a maximum of 16 al-
" " characters are also permitted.

phanumeric characters. The special "-", ".", and

-m mediaid
The LATTUS mediaid that contains the files under the directory to be processed. The media spec-
ified must hae dready been configured using fascfg. (SeeSNPOLICY CONVERSION

abore)

SEE ALSO
fsrmrelation (1), fsclassinfdl), fsdirclasq1), fsaudit(1), filesystemg4)
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NAME
fsaffinity — Add or modify affinities in the Tertiary Manager database.

SYNOPSIS
fsaffinity -a affinity [-f]
fsaffinity -r affinitynew_name[-f]
fsaffinity -d [-f]
fsaffinity -
DESCRIPTION
Thefsaffinity (1) command populates the Tertiary Manager database \iiitiie$ that hae been preious-

ly configured in managed file systems. This command may also be used to rename, deletgjstintist e
affinity entries in the database.

OPTIONS
-a affinity
Addsaffinity to the Tertiary Manager database.

-r affinity new_name
Renamesffinityto new_nameén the Tertiary Manager database.

-d Deletes all affinity entries from the Tertiary Manager database.
-l Lists all affinities currently in the Tertiary Manager database.
-f Forces the addition, renaming, or deletion of affinities, bypassing file system affinity verification.

USAGE
Use this command after adding or modifying affinities in your managed file system configuratiiss.
command will mak the Tertiary Manageweare of the affinities in use by the managed file systems.

EXIT STATUS
0 Successful completion.
1 An error occurred.
SEE ALSO

fsaddclas¢l), fsmodclas$l), fsclassinfql), fsfileinfo(1)
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NAME
fsalthode — Add, modify or delete alternate re@i¢ocation information in the Tertiary Manager database.

SYNOPSIS

fsaltnode -§-m|-d -n remote_node_name
fsaltnode -d-m -p local_filesysr remote_filesy§-n remote_node_narhe
fsaltnode -d -plocal_filesys

fsaltnode -

DESCRIPTION

Thefsaltnodeg(1) command is used to add, modify delete alternate retnel |ocation information in the
Tertiary Manager database. The alternate redlibocation is used when a truncated file on a managed
filesystem cannot be retvied from the standard file copie§or example, un®ailable tape dres may pre-

vent a retrigal with the standard file copiesf an alternate (remote) node and an alternate (remote) filesys-
tem are specified for the local managed filesystem, the file will beveetfi®mm that remote filesystem on
the remote node.

A single alternate retri@l node name may be added, modified, or deleted by specifying the -n optisn.
remote node name applies to all filesystems that alg® dmadternate retriea filesystem name specified.
The existence of the alternate node is rasified when this command igezuted. Notealso that the con-
tents and &rsion of the file on the alternate node are not verified by the alternateatetigehanism. The
application software is required to keep the standard filesystem and the alternat Ir@tdaé&on in sync.

OPTIONS

-a -nremote_node_name
Addsremote_node_name the Tertiary Manager database as the alternate node to be used for all
alternate location retnels.

-m -n remote_node_name
Modifies the Tertiary Manager database to speeifiyote_node_namas the alternate node to be
used for all alternate location retras.

-d -n remote_node_name
Deletesremote_node_namas the Tertiary Manager database as the alternate node to be used for
all alternate location retnials.

-a -plocal_filesys-r remote_filesys
Addsremote_filesy$o the Tertiary Manager database as the remote filesystem to be used-for alter
nate node retnigls for local filesystentocal_filesys

-m -p local_filesys-r remote_filesys
Modifies the Tertiary Manager database makiegiote_filesyshe remote filesystem to be used
for alternate node retnels for local filesystentocal_filesys

-d -p local_filesys
Deletesremote_filesyss the the remote filesystem to be used for alternate nodeastfa lo-
cal filesystemocal_filesys

-l Lists all filesystems having alternate retdd ocation specified.

EXIT STATUS

0 Successful completion.

1 An error occurred.

EXAMPLES

Define an alternate retvia ocation node name rabbit as the alternate node for all filesystems:

fsaltnode -a -n rabbit

Modify the existing alternate retxid | ocation node name to be squirrel for all filesystems:
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fsalthode -m -n squirrel

Define the alternate retvig path for filesystem /stornext/snfsl to be /backups/dir01. This can only be done
if no alternate retrieal path is currently specified for /stornext/snfsi:

fsaltnode -a -p /stornext/snfsl -r /backups/dir01

Modify the alternate retri@l path for filesystem /stornext/snfs1 to be /backups/apples:

fsalthode -m -p /stornext/snfsl -r /backups/apples
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NAME
fsautoconfig — Automatically configure devices in the Quantum storage subsystem.

SYNOPSIS
fsautoconfig -a

fsautoconfig[-a] [-n aliag] -d scsiPath
fsautoconfig -h

DESCRIPTION
Thefsautoconfig1) command gies the ability to automatically configure a single device or all devices not
already configured in StorX¥e Devices that can be automatically configured include tapesiend me-
dia changers / arohgs, limiting the scope of this automatic configuration to SN3Wthis time only SCSI
Archives ae supported by this command.

When a non-configured arefi is the specified device to auto-configure, the arclliong with all media
associated with the arelei ae added. Ifais specified then all associated tape@riae added tooWhen
multiple paths are detected for the associated tapesdthe tape dvies will be configured across the host
buses to ensure that a single host bus doéscome a limiting dctor By default the name scheme used
for the archie is achive<num> unlessn is specified. If the arche is dready configured or the associated
tape dwves cannot be determined, tfgautoconfigl) command will fail.

When a non-configured tape\driis pecified as the SCSI path, the slot will be detected from the parent ar
chive, and the tape dvie will be configured appropriatelyThe name scheme used is <avehi dr<num>.

If the device is already configured or the slot cannot be determined from theearttieifsautoconfig1)
command will fail.

When-ais used withoutd, dl non-configured archies and tape dries will be configured into StorNe. If
multiple paths are found to the non-configuredidks, load balancing will be used to spread thecds
across the host buses from which those devices are being seen for optimal configuration.

A round-robin load balancing scheme is used to spread the devices across the deteatsdshoktdp If
there are 2 HBAs that can see the same 4 tapesdé tape dvies will be configured through each AB
The paths canwabys be changed once configured usingfdicenfig(l) command.

fsautoconfig1) requires that the Tertiary Managktedia Managerand database software be weti

OPTIONS
-a Configure all non-configured, detected SCSI devices (gxhid tape dres) into SNSM.
-d scsiPath

The device to configure. If the device is a media changeraaisdspecified then all drés sssoci-
ated with the changer are also configured.

-n alias This will be used as the device alias instead of the software generated name.
-h Generates the usage report.

SEE ALSO
fsdevicg1), fsconfig(1), fsmedin(1), vsarchiveconfig(l), vsdrivecfg(l), vsaudit(l), vsarchiveqry (l), vsar-
cmedclasscreatd)
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NAME
fsbulkcreate — Creates®al test files in a managed file system

SYNOPSIS
fsbulkcreate -ddir_path[-sfile_siz§[-n num_file}$[-S] [-c copie§ [-v versiond[-p policy_clas$

fsbulkcreate -ddir_path-f file_namg-n num_file}[-S] [-c copie§ [-v version$

WARNINGS
This utility should be used with EXTREME CA'ION and only under the guidance of Quantum technical
assistance. It intended to be used by professional services personnel or system testértoOtie pur
pose of demonstrating or testing SNSM on very large file systems.

This utility will stop all storage management software components. Therefore, ensure all usdrallare of
managed file systems before running this utility.

It is strongly recommended that you run a SNSM backup before running this Ttilgywill enable you to
restore your file system to its original state after running this utility.

This utility will drop and re-create criticakftiary Manager database tables. In case of system failure, data-
base tables could be left in an unusable state. If this occurs, you may restore your system franodise pre
SNSM backup.

This utility will need &clusive use of the storage management safesvcomponents and the Tertiary Man-
ager database tables. Therefore, do not attempt to launch more than one instance of this utility at once.

Before running this utilityensure you hee enough disk space in the file system where /usr/adic/mysql/db
resides. @ create 100 million files with 1 cgpand 1 version, you will need approximately 50 GB of disk
space. Yu will also need free disk space on the file system contadliingath sufficient to allocate 100
million inodes.

DESCRIPTION

This utility creates a lge number of test files on an existing managed file system. Upon successful comple-
tion, all nev files will appear truncated with the appropriate number of copies and versions stored to tape.

To prevent spending a large amount of time storingre file to tape, all ne files will reference the same
file data on one tape. This applies to all copies and versions ofvitfdase

The file that is actually stored to tape is referred to as the "base file". File attributes fav tHesnare de-
rived from this file. If not provided by the usdhnis utility will create the base file.

For a balance of performance and namespace readabgity files will be created in a predetermined direc-

tory structure. Directly under the directory specified by the, uker utility will create a maximum of
10,000 subdirectories. In each of those subdirectories, a maximum of 10,000 files will be created, for a total
maximum of 100,000,000 files.
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For example, the full directory structure for 100 million files may appear as follows:

dir_path [/stornext/snfs1/testdirectory/

/ \
/ \
/ \
subdirs 00001/ ... 10000/
!/ \ [\
[\ [\
/ \ / \

files 000000001 ... 000010000 099990000 ... 100000000

The utility will create the minimum number of subdirectories needed to accommodate the number of files
requested by the usdior example, to accommodate 200,000 files, the utility will create only 20 subdirec-
tories.

The subdirectories will be hamed numericadtgrting with "00001" and incrementing up to the last subdi-
rectory created. The files also will be named numericgtyting with "000000001" and incrementing up
to the last file created.

If the directory specified by -dir_path does not ®ist, the utility will create it. If the directory is not man-
aged, the utility will mak it into a relation point using the class specified bgolicy classif the directo-
ry is already managed, golicy_classwill be ignored.

If the relation point needs to be made, and the class specified unpdicyp classdoes not exist, the utili-
ty will create the class. If no class is specified by the treedefault class "bulkcreate™ will be used.

The user may specify his own base file witfild_nameinstead of specifying a class and file size with -p
policy_classand -sfile_size The file name must be a fully qualified path that points toxatireg managed
file.

OPTIONS
-d dir_path
Specifiedir_pathas the directory to populate. Must be an absolute directory path.
-sfile_size
Specifiedile_sizeas the size in bytes for eachawniéle. (defult 1024)
-n num_files
Specifiemum_filesas the number of files to create. (default 10000, max 100000000)
-c copies
Specifiescopiesas the number of copies to create. (default 1)

-V versions
Specifiesversionsas the number of versions to create. (default 1)

-p policy_class
Specifiegolicy_classas the data class to create. (default "bulkcreate™)

-f file_name
Specifiedile_nameas the base file for thewdiles.

-S Run the command single threaded. By default the command creates a thread for the database oper
ations and performs the file system creates in the main thread. (This option vélttraatom-
mand run more slowly but can aid in debugging issues.)
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USAGE
This utility is intended to be used by professional services personnel or system testérsoOtie pur
pose of demonstrating or testing SNSM on very large file systems.

This utility will assume the user has already completed the StorNext Configuration Wizard. It will also as-
sume that there are tape mediailable, that the tape arafd is anline, and that all SNSM software compo-
nents are up and resporesi It is assumed that at least one relation point alreadist®in the file system
where bulk create files will be created.

It is strongly recommended that you run a SNSM backup before running this Ttilgywill enable you to
restore your file system to its original state after running this utility.

To dean up the file system, the usenajls has the option of removing theangles with therm command,
but that process can be very time consuming for a large number of files.

Before running this utilityensure you hee enough disk space in the file system where /usr/adic/mysql/db
resides. @ create 100 million files with 1 cgpand 1 version, you will need approximately 50 GB of disk
space. Alsathe file system thdsulkcreate(1) creates the files in will require enough free space to allocate
100 million inodes.

This utility will reload and inde three database tables with pre-existing and newly created records. Be-
cause of this, be advised that this utility willéak bnger time to run for large pre-existing database tables,
specifically the FILEINFO and FILECOMP tables.

BENCHMARKS
Below are the performance results from running this utility on different platforms. The processing times
represent the time it took to create 100,000,000 files with yt @ap1 version for each file.
machine: DelPoweredge 1750
operating system: Linux AS
processor(s): 2 Xeon @ 2.4 GHz
memory: 512ViB RAM
disks: internaSCSI (for managed file system)
processing time: 41:11:40 (HH:MM:SS)

machine: Sun-Fire-V50
operating system: Solaris 9
processor(s): R UltraSPARC llli @ 1.28 GHz
memory: 2GB RAM
disks: internaSCSI (for managed file system)
processing time: 47:48:10 (HH:MM:SS)
EXIT STATUS
0 Successful completion.
1 An error occurred.

FILES
${MYSQL_HOME}
Checked for sufficient space for work area and database.

${MYSQL_HOME}/bulk_create/
Used for work space.

NOTES
For increased performance, this utility will create files utklsets. This means that the user may getva fe
extra files than he actually needs. The same goes for directories. The user maygeineefeirectories
than he actually needs.

Thefsmedinfo 1 command may sheoduplicate file entries. This is because all file copies will appear to be
stored to the same tape. In normal operating conditions, each fjléscbqred to a separate tape.

Because file verification remains circumvented for the life of the files, wlffires and the base file itself
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should all be considered test data only.

This command will not work properly with storage disk media type. It will succeed creating theuiles, b
would fail later on when trying to retrie te files back from the storage disk media.

SEE ALSO
fsaddclas¢l), fsaddrelation(1), fsstorg(1l), fsrmcopy(l), fsclassinfql), fsfileinfo(1), fsmedinfo(1),
dm_info(1)
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NAME
fscancel — Cancels requests.

SYNOPSIS
fscancel[-F typd requestiD

DESCRIPTION
Thefscance(1) command allows cancellation of media, file, and resource queued reques$stsuBg1)
command displays the pending queuwsiting resources. The request identifier associated with a specific
gueue is used to cancel that process.

OPTIONS
requestiD
The request identifier of the request to be cancelled.

-F type The type determines the output format and may be one of thewfmitp text (default),xml, or
json.

Text (default) causes output to be displayed igé&sy/" mode, that is, it is not XML- or JSON-for
matted.

XML (Extensible Markup Language ) is a set of rules for encoding documents in machine-readable
form. XML's design goals emphasize simplicigenerality and usability @er the Internet. It is a
textual data format. Although the design of XML focuses on documents, it is widely used for the
representation of arbitrary data structures, fcaingple in web services. You may validate the
XML output using the XSD. See thdsxsd command for more information.See
http://en.wikipedia.org/wiki/’XML for more information.

JSON(an acronym for d@Script Object Notation) is a lightweightxtebased open standard de-
signed for human-readable data interchange. It ivatbefrom the JaaScript programming lan-
guage for representing simple data structures and asgeaa#ys, called objects. Despite its re-
lationship to J@aScript, it is language-independent, with parseeslable for virtually every pro-
gramming language. The JSON format is often used for serializing and transmitting structured da-
ta over anetwork connection. It is primarily used to transmit data between a server and web appli-
cation, serving as an alternagito XML. See http://json.@ for more information.

SEE ALSO
fsqueudl), fsxsd(1)
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NAME

fschdiat — Modify the class attributes of a directory.
SYNOPSIS

fschdiat [-s dp] [-r e|p] [-t e|p] [-D y|n] [-c clasg [-S stubsizg[-F typd directory_name.
DESCRIPTION

Thefschdiat(1) command allows modification of the directory atitéds pertaining to cleanup and storage
policies. Italso provides the capability of modifying the directergtass. Poliy attributes set for the di-
rectory will propagate to gmewly created entities created underneath that directdrgther it be another
directory or a file. In other words, attuites and class for newly created files and directories are inherited
from the parent directory.

Directories which are at the relation point cannaiehheir class modified by this commandou must use
thefsrmrelation (1) andfsaddrelation(1) to modify the class for a directory which is at the relation point.

OPTIONS
directory_name.
Directory or directories to modify.

-S This option indicates o storage policies operateThe e agument &cludes files from storage
when a store policoccurs. Thep argument stores files by storage pplic

-r This option indicates horelocation policies operatelhe e agument excludes files from reloca-
tion when a relocation poljcoccurs or if afsrelocatg1l) command is issuedlhe p agument re-
locates files by relocation pojic

-t This option indicates o truncation policies operatelhe e agument excludes files from trunca-
tion when a store and/or cleanup pplapplication occurs. The agument truncates the file by
cleanup polig.

-D This options indicates if the database entries are to be cleaned when the filevig ieom the
file system. They agument indicates that the database entries will be cleaned and the file will
NOT be recoverable by thefsrecover (1) command.The n argument indicates that the database
entries will NO be deaned and the file will be reegrable by thdsrecover (1) command.

-C This specifies the class that will be associated with the directory.

-Sstubsize
This indicates the stub size (in kilobytes) and is used to determine the number of bytes do lea
disk when files are truncated. It will be the minimum number of bytes left on disk&jine ig
rounded up to a multiple of the file system block sizé)klass is specified as thealue, then the
policy class definitions will be used to determine the stub size.

-F type The type determines the output format and may be one of thewfmitp text (default),xml, or
json.

Text (default) causes output to be displayed igé®y/" mode, that is, it is not XML- or JSON-for
matted.

XML (Extensible Markup Language ) is a set of rules for encoding documents in machine-readable
form. XML's design goals emphasize simplicigenerality and usability @er the Internet. It is a
textual data format. Although the design of XML focuses on documents, it is widely used for the
representation of arbitrary data structures, fcaingple in web services. You may validate the
XML output using the XSD. See thdsxsd command for more information.See
http://en.wikipedia.org/wiki/XML for more information.

JSON(an acronym for d@Script Object Notation) is a lightweightxtebased open standard de-
signed for human-readable data interchange. It ivatbfrom the JaaScript programming lan-
guage for representing simple data structures and asgeaadys, called objects. Despite its re-
lationship to J@aScript, it is language-independent, with parseeslable for virtually every pro-
gramming language. The JSON format is often used for serializing and transmitting structured da-
ta over anetwork connection. It is primarily used to transmit data between a server and web appli-
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cation, serving as an alternagito XML. See http://json.@ for more information.

SEE ALSO
fsaddclasgl), fsmodclasgl), fsstorg(1), fschfiat(1), fsrmrelation (1), fsaddrelation(1), fsxsd1)
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NAME

fschfiat — Modify the class attributes of a file.
SYNOPSIS

fschfiat [-s dp] [-r e|p] [-t elpli|c] [-D y|n] [-c copie§ [-a clasg [-S stubsiz§filename..
DESCRIPTION

The fschfiat(1) command allows modification of the file attribs pertaining to cleanup and storage poli-
cies. Thefile cleanup polig attribute affects he a file is truncated when cleanup pglis gplied. A file

can be truncated immediateht (), by poliey (-t p), or excluded (t €) from file truncation following a
store. Thdile storage polig attribute is used to excludes(e) a file from being stored or consider the file
for storage {s p). Thefile relocation polig attribute is used to excluder(e) a file from being relocated or

to consider the file for relocationr (p). The number of file copies produced on a medium during storage
policies can also be modified.

If a file has been excluded from truncation by fdehfiat(1) command, the retentiorf) option of thefs-
store(1) command cannot apply to a file. If the file attributevedléruncation and the file is a candidate for
truncation following a store, the retention option can be applied.-fTh@ption of thefschfiat(1) com-
mand allows the file attribute to be reset to the default state of having the file datedr&mm disk when
the cleanup poligis goplied.

The number of copies specified for fisehfiat(1) command cannot exceed the maximum number of copies
allowed axcopiesfor the polig class that is associated with the flgarent directory.

The polig attributes can also be modified by changing the patiass of the file. Then the rules for the
new class will be applied to the file during storage and cleanup policies.

OPTIONS
filename..
One or more file(s) having the attributes changed.

-c copies
Number of copies of the file(s) to be stored. Taki® is the total number of copies, including the
primary copy of the file. This number cannot exceed the number of copies defined in the polic
classmaxcopieparameterlf the number of copies stored is less than the number specified by the
policy class definition or by théschfiat(1) command, the remainder of the copies are stored when
the storage policis gplied. Oncea file is located on tape onlits file copy attribute cannot be
increased unless that myacopies already exist on medido increase the file cgpettribute, you
must first retrige the file.

-S This option indicates o storage policies operate on the fil€he e agument excludes the file
from storage when a store pglioccurs. The argument stores the file by storage polic

-r This option indicates o relocation policies operate on the fil€he e argument excludes the file
from relocation when a relocation pglioccurs or if afsrelocatg1) command is issuedlhep ar-
gument relocates the file by relocation pglic

-t This option indicates o truncation policies operate on the filEhe e agument excludes the file
from truncation when a store and/or cleanup pcdplication occurs.Thei amgument truncates
the file immediately when stored to a mediufthe p agument truncates the file by cleanup poli-
cy. The c agument temporarily clears the indication that this file met truncate exclusion criteria
defined in the excludes.truncate file. If the file is modified and then stoagdthgn the file will
marked as excluded pvaled it still meets the criteria. This indicator is independent of the set-
tings made be the other arguments of this option.

-D This options indicates if the database entries are to be cleaned when the fileves ieom the
file system. They agument indicates that the database entries will be cleaned and the file will
NOT be recoverable by thefsrecover (1) command.The n argument indicates that the database
entries will NO be deaned and the file will be reesrable by thdsrecover (1) command.

-a This specifies the class that will be associated with the file. The rules fomitetass will be ap-
plied to the file by the storage and truncation policies.
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-Sstubsize
The truncation stub size (in kilobytes). This value is used to determine the number of bytes to
leave an disk when files are truncatedt will be the minimum number of bytes left on disk (the
value is rounded up to a multiple of the file system block sifeglass is specified as thealue,
then the polig class definitions will be used to determine the stub size.

SEE ALSO
fsaddclasg$l), fsmodclasgl), fsstorg(1), fschdiat(1), exclusiong4)
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NAME
fschmedstate — Change the class or state of a medium.

SYNOPSIS
fschmedstatemedialD... -s state

fschmedstatemedialD... -c class
fschmedstatemedialD... -b

DESCRIPTION
Thefschmedstat€l) command can be used to change the state of a medium or tlyeclaalicin which a
medium belongs. The states are not mutualblusive. The valid states include: - Unsuspect - Protected -
Unprotected - Railable - Unaailable - Unmark

The fschmedstatél) command can change the state of a medium to unsuspect after the Tertiary Manager
software marks it suspect. A medium is netksuspect when there is a read/write or position error with
that medium in a dve. A suspect medium is used, thereaftes ead only A medium can hee its suspect

count incremented if another read or position error occurs when it is mountedva. ok system admin-
istrator can use the logs to determine that an error was caused byehe dyi the medium.

Changing a medium to protected or unprotected status affects whether or not the medium is chosen by the
Tertiary Manager softare for file storage. Files can be read from protected media, but additional data can
not be written to the protected media.

A medium can be changed fromadable to unaailable to preent the medium from further accesses. This
includes storage, retsid, and media meement requests.

The unmark state cancels the action performed on the medium. This state can only be applied to certain
Mark Status states. These states include: - Error - ©bée¢gnly if medium is still located within theeiF
tiary Manager system)

A medium with anError status can be unmarked to allthe medium to be accessed again or the process

in which the error occurred to be attempted again so the log file(s) can be monitored to determine the prob-
lem. Amedium with aCheck-oustatus can be unmarked if the medium is@ot of FS If the medium is

Out of FS, the unmark request will fail.

The-c and-b options only apply to blank media. Theoption allows blank media to be associated with a
policy class or blank media associated with a pgotiess to be changed to a different pplatass. Theb
option reverts blank media associated with the pplitass to the system blank pool.

OPTIONS
medialD..
One or more 16-character media identifiers. Multiple media identifiers must be separated by spa-
ces. The number of media identifiers that can be entered is limited to 99.

-c class Change the policclass name of blank media.
-sstate Media state. Valid values for states are as follows:
unsusp Reset error count associated with media to 0.
protect Mark media as write-protected. Files can be read, but no data can be written to the media.

unprotect
Mark the media as unprotected for data storage on media.

availl Media are waailable for storage and retxid.
unavail Media are unelable to Tertiary Manager software.
unmark Unmark media that are mark&aror, or Ched out.

-b Change polig class for a blank medium to system blank pool.
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SEE ALSO
fsmedinfo(1), fsmedoui(1)
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NAME
fschstate — Change the state of storage subsystems aadairiponents in the Quantum storage subsys-
tem.

SYNOPSIS
fschstatecomponentaliass state

DESCRIPTION

Thefschstat€1l) command changes the state of a specific or all storage subsystemseamongponents
configured in the Quantum storage subsystem.

The fschstatg1) command can bexecuted when Tertiary Manager software is\aetir nonactve. Only
storage subsystems states can be changestififly Manager or Media Manager software is downveri
component changes require both software components to be acti

If a component is taken to thefdihe state, Tertiary Manager software does not attemppeotessing us-

ing that component. Changes inva@riomponents and storage subsystems are reflected through the Media
Manager software as wellf the Media Manager operator changes &d¥gigate to off-line, the @rtiary
Manager softare will reflect this change of state. This also works the same if the Tertiary Manager system
administrator change the state of avelrir storage subsystem.

OPTIONS
componentalias
The alias for storage subsystem andealiiomponents. The system administrator configures the
possible values for component aliases during system configuration or by usifsgahfg(1)
command. If theomponentaliasontains spaces, use single quotes around the words.

-sstate The desired state of the @i omponents or subsystems. The valid values feednmponents is
MAINT, ON, or OFF. Valid values for subsystems@N or OFF.

SEE ALSO
fsconfig(1), fsstatg1)

Tertiary Manager 241



FSCLASSINFO(1)

NAME

FSCLI FSCLASSINFO(1)

fsclassinfo — Report poljcclass processing parameters, associated directory paths, and affinity lists.

SYNOPSIS

fsclassinfo[class..] [-]]

DESCRIPTION

For one or more polig classes, thésclassinfd1) command by default displays a short report that includes
the processing parameters for each gatlass. Thel option specifies the long report, which adds a listing
of the top leel directory paths and the affinity list for each pgplatass.

If no policy classes are specified, a short report is displayed for allypgdéisses. If thel option is speci-
fied without a polig class, a long report is displayed for all pgl@asses.

This command accepts upper case or lower case inpweMdo the input polig class is cowverted to laver

case.
REPORT STATUS

The processing parameters listed byf#wdassinfql) command are as follows:

Soft Limit
Hard Limit
Drive Pool
Target Sub Size (KB)

Security Code

Acct Number

Def Copies

Max Copies

Max Inactive Versions

Media Type
File Cleanup

Media Cleanup

The soft limit on the number of media allocated for the paliass
The hard limit on the number of media allocated for the pal&ss
The drive ol associated with the pojiclass

The target stub size (in kilobytes) is used to determine the number of bytes to
leave an disk when files are truncated. This value will be the minimum number
of bytes left on disk as the truncation processing will round the value up to a
multiple of the file system block size.

The four-character poljcclass security lel. NOTE: This only appears on the
long report.

The five-character polcclass account numheMNOTE: This only appears on
the long report.

The defined number of copies allowed for each file associated with thg polic
class

The maximum number of copies ailed for each file associated with the pplic
class

The maximum number of inagé veasions to keep for each file associated with
the poligy class (the current version is aeidl others are inacte)

Default media type for the policlass
The default file cleanup action for the pglidass

The default media cleanup action for the pplatass indicates if the media
should remain associated with the pplatass or if it should be returned to the
general scratch pool when all data has been logicallywesviom the media.

Stoe Min Time (mins, s or days)

Stoe Max Set Ag (hrs)

Tertiary Manager

The minimum time that a file must reside unmodified on disk before being con-
sidered a candidate for storage on media. A file will not be stored (by a store
policy) until it has remained unmodified on disk for this amount of time. After
that time, the na policy run will attempt to store the file. The 'm’, 'h’ od”

suffix on the reported value indicates minutes, hours or days.

Candidate expiration time (in hours) of the pplatass. Assoon as anfile on
the store candidate list in the pgliclass has remained unmodified for this
amount of time, all of the files on the store candidate list should be stored.
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Stoe Min Set Size (MB) The minimum set size (in MB) of the pagliclass. The store candidates in the
policy class hae o add up to this size before yaof them can be stored by the
policy engine.

Stoe Automatically Enable/disable automatic store. It decides if wenatlze poliy engine to auto-
matically store files for this polcclass.

Reloc Min Time (days, &ior nins)
The minimum time that a file must reside unaccessed on disk before being con-
sidered a candidate for relocatioA.file will not have its disk blocks relocated
(by a relocation polig) until it has remained unaccessed on disk for this amount
of time. After that time, a relocation pofiavill consider the file a valid candi-
date for relocation, Wi it may or may not actually be relocated. That will de-
pend on the current file system fill& and the file system configuration param-
eters. Thed’, ’h’ or 'm’ suffix on the reported alue indicates days, hours or
minutes. NOE: An "emergency" relocation poliégnores this time.

Trunc Min Time (days, Bror nins)
The minimum time that a stored file must reside unaccessed on disk before be-
ing considered a candidate for truncatioh.file will not have its disk blocks
truncated (by a truncation policy) until it has remained unaccessed on disk for
this amount of time. After that time, a truncation pphdll consider the file a
valid candidate for truncation, but it may or may not actually be truncatedt
will depend on the current file system fillé and the file system configuration
parameters. The’, 'h’ or 'm’ suffix on the reported value indicates days, hours
or minutes. NOTE: An "emergency" truncation pglignores this time.

Generate Checksum  The state of Checksum Generation for the potiass. IfENABLED, check-
sums will be generated when files are stored by thisypdhss. The checksums
will be retained for use in subsequent checksum validation duringvestpera-
tions. If DISABLED, no checksums will be generated during stores. Note: poli-
cy-based Checksum Generation can beerridden by the FS_GENER-
ATE_CHECKSUMS ervironment variable infs_sysparm See fs_sys-
parm.READMHile for details.

Validate Checksum The state of Checksum Validation for the pylidass. If ENABLED, check-
sums will be generated when files stored by this paliass are retrieed. The
generated checksums will be compared to #lees generated when the files
were stored. If a miscompare is detected a RAS:tiekll be opened and, if
there are additional copies of the file, the reiaill be retried with another
copy. If DISABLED, no checksums will be generated during reteg and no
validation will occur Note: policy-based Checksunal@iation can be \@rrid-
den by theFS VALIDATE_CHECKSUMS ervironment variable infs_sys-
parm Seefs_sysparm.READM#le for details.

OPTIONS
class.. One or more specified pojiclasses to be listed. Multiple pojiclasses must be separated by a
space. A polig class name is a maximum of 16 alphanumeric characters. The special "-", ".", and
"_" characters are permitted. If one or more gotiess names in a list arevalid, an error mes-
sage is generated, stating which pplitass names were not found, and the report is generated for
the remaining polig class names in the list. lassis not specified, a report is generated for all
policy classes.

- Long report. For the specified pgliclasses, this option provides all of the processing parameters,
all associated directory paths, and the disk affinity [[§ie parameters listed are t8eft Limit,
Hard Limit, Media pe Drive Pool, Notify ID (deprecated), Security Cpdecount NumbeDe-
fault Copies, Max Copies, File Cleanup, Media Cleanup,eSkdin Time Sore Max Set Ag,
Stoe Min Set SizeSore Automatically MinRelocTimeMinTruncTime Affinity List, and the top-
level directories associated with each pyplatass.
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SEE ALSO
filesystemg4), fsaddclas$l), fsmodclas$l)
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NAME

fsclassrnm — Rename an existing pplitass
SYNOPSIS

fsclassrnmoldclass newclass
DESCRIPTION

Thefsclassrnm(1) command changes a pglidass. This command causes all files and media that were in
the oldclassto be assigned to theewclassIf the polig class specified as thewclassalready exists, the
command will fail.

OPTIONS
oldclass
Policy class to be changed - The identifier specifiedldtlasscannot be the same as that speci-
fied innewclass
newclass
New policy class for the old polic class associationA policy class name can be a maximum of
16 alphanumeric characters. The special "-", ".", and "_" characters are also permitted.
SEE ALSO
fsclassinfdl)
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NAME
fsclean — Remse file version information from Tertiary Manager knowledge.

SYNOPSIS
fsclean -mmedialD... [-t [endtimd] [-d] [-P]

fsclean -sfilesystemmountpoint [-t [endtiméd] [-d] [-P]
fsclean -cclass.. [-t [endtim§] [-d] [-P]

fsclean[-t [endtimé] [-d] [-P]

fsclean -r[-I]

fsclean -r[mediald [-p filenamé[-P]

DESCRIPTION
The primary function of thé&sclean1) command is to renve inactive vasions of files. This functionality
does not déct current file versions on media or on disk. When files stored on a medium are modified, or
deleted from the disk, the information about these files is still retained by the Tertiary Managaresoftw
and the modified/renved version of the file is made inaati The file versions are stilivailable from the
Tertiary Manager system until there remaed (cleaned) using this command. Wfile that was deleted
and still has inacte vesions can be restored to disk using fdrecover command. Also, the currener
sion of a file can be replaced by an oldersion using thésversioncommand. Awg inactive file versions
cleaned from the media can not be reted or re-used again.

Media can be cleaned lmgedialD, by class by filesystemor by endtime The -t [endtime] option may be
used with them, -s and-c options to limit what is cleanedlo dean all inactre file versions use thiscle-
an(1) command with thet option and no endtime specifiedh dean only inactie vasions that are associ-
ated with files that hee keen remwed use thefsclean(1) command with one of the al®described options
and the-d option.

Thefsclean(1) command is run automatically by the Tertiary Manager soéwo remee inactie file ver-
sions and keep thesl information from graing to an unmanageable size. It also releases media into the
blank media population when all of the stored file versions on a medium are cleaned.

The command without the option will have ro impact on Write Once Read Multiple (WORM) media.

The-r option operates on media thatvbdad the rminfo processing run on them. If theption is speci-
fied, then a listing of of these media is provided. Otherwise, without tpion, thenr option will result

in all saved info on file versions, aete and inactve, to be deaned from the Tertiary Manager scding’s
knowledge, if the rminfo command was run on the file media. Additionthiéyfiles on the media will be
removed from disk if the till exist on disk, hae ro disk data, and if there are no other copies on other me-
dia.

The fsclean(1) command, with ther option, is run automatically by the Tertiary Manager software, and
will not normally hae o be un by hand.

If a medialDis specified with ther option, therfsclean(1) will only operate on the media specified. Other
media that hee had rminfo processing run on them will not be processed at this time.

If the -p option is used in conjunction with thie extra processing of the remwad media will be performed.
Any files which are migrated and no longevéall of their copies present (due to the remimf media)
will be printed out to the filename specified with theption.

If the -P option is used a pge of the database namespace will be performed as a part of the clean process-
ing. Basically there are twoperations that takgace when cleaning: the cleanup of the file component and
media information, the other (optional) operation is thg@wf old namespace information from the data-
base. The purging of the database namespace is the most processeiptetish of the cleanup and can

be skipped if a quick turnaround is desired for making a media go blank etc. It should be noted that there is
a reqularly scheduled cleanup feature ‘i which does the purging of the namespace. Then if the pro-
cessing has been skipped for one or more caflsctean(1) the purging will be handled by thexteched-

uled run.
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NOTE: The only unusual behavior that will be seen if thegpus skipped is thdsrecover (1) will report
files as receerable that are actually notvailable because their component information is gone.
The next scheduled cleanup processing with purge wél date of the report.

OPTIONS
-m medialD..
One or more media identifiers for which to clean. No other media identifierderediwhen this
option is used. Multiple media identifiers must be separated by spaces.

-sfilesystemmountpoint
One or more file systems for which to clean. No other file systemsfacéedfwhen this option is

used. Multiple file systems must be separated by spaces.

-cclass..
Policy class associated with data to clean. A Botiass name can ti@ maximum of 16 alphanu-
meric characters. The special "-", "." and "_" characters are also permitiedoption will hae

no effect on storage disk media sinceytae not associated with just a single ppltass.

-t endtime
Endtime option. Time should be current or less than current tifitee time specified is greater
than current time, current time will be used. Thead#fis the current time so inagti vasions
would be remwued for all times. The format for the time parameter is YYM¥:DD:hh:mm:ss
where:
YYYY = Numeric, year

The following are optional; defaults are shown:,
MM = Numeric, two-digit month
(default:01 (January)),
DD = Numeric, two-digit day
(range: 01-31, default:01),
hh = Numeric hour
(range: 00-23, default:00),
mm = Numeric minute
(range: 00-59, default:00),
ss = Numeric second
(range: 00-59, default:00)

-d This option limits them, -s, -c, and -t options to only process inae#i vasions associated with re-
moved files. All inactive vasions associated with aati files are not impacted by this option.

-r medialD
Clean all Tertiary Manager kmdedge of files on media where rminfo processing has been done.
If a medialDis specified, then processing is restricted to only that media. This wilvestmese
files from disk if no copies of the file are left and the file is migrated.

-l This option only valid with ther option, this will gize a Isting of all media where rminfo process-
ing has been run.

-p filename
This option is only valid with ther option. Thefilenamefile contains a list of files which need to

be retrized so hat their missing copies can b@eeerated. Sethe report file format section for
details.

-P This option is used to indicate that a purge of the database namespace will be performed. This is a

time consuming process and should beided if a quick response from the command is desired.
See abee in the DESCRIPTION for more details.

Report File Format
A report file is generated when using thep option. Thereport file will contain information indicating
what media the files are located on and their k&gisition on those mediawith the aid of support, this
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allows an administrator to group the files together for optimal vetjierformance. Théollowing infor-
mation is generated for each file with missing copies when using tpion:

Number of segments  This provides an indication that multiple media will be required to vetrige
file.

Media Index This is not the actual media ID (barcode) where the file resides, but is an internal
ID utilized by StorNet. It can be used to tell what files are on the same media.
Cumulative Data BldcNumber

This indicates where the file is located on the melithe retriaves of the files

are batched together by their order on media, then theveepgeformance will
be better.

Filename Name of the file

SEE ALSO
fsmedinfo(1), fsversion(1), fsrecover (1), fsrminfo (1)
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NAME
fsconfig — Configure or report all configurationvgridevices in the Quantum storage subsystem.

SYNOPSIS
fsconfig -a -hcomponentlDi componentaliast componenttypgr drivetypé -c yn -v devicepath
-p drivelD -e delaytime

fsconfig -m -hcomponenti-i componentalidg -r drivetypé [-v devicepath[-c y|n] [-p drivelD]
[-e delaytimé

fsconfig -d -icomponentaligsh componentID
fsconfig[-s] [-h componentID

fsconfig[-i componentaligsh componentI
fsconfig[-L] [-h componentID

DESCRIPTION
Thefsconfig(1) command adds, modifies, deletes, and reports hardware components configuration settings
for the Quantum storage system. By specifying the operationayitm, or -d and the accompanyingh
ues, hardare components can be added, modified, or deleted to reflect the actual physical configuration of
the Quantum storage systeimhe-s option will scan the configured g&s and update the déce path if it
is found to be wrongThefsconfig(1) command should not be used to change the state of a hardware com-
ponent, thdschstat€1) command should be used.

For any fsconfig(1l) command option dealing with subsystems or queries, éhérfly Manager softare
can be actie a inactve. To add, modify or delete a de omponent the software must be eeti

Thefsconfig -acommand adds a wetape dive, disk drive, or aubsystem component to the Quantum-stor
age system. The component identjffamponent alias, and component type are required values. (The com-
ponent identifier cannot be modified=pr the configuration of e tape drves, the subsystem must be con-
figured (e.g., VO) before adding thewdri The drive identifier and déce path are also required forwe
drives. If the command is uwoked to add a n&v drive and ary of these parameters are omitted, an error mes-
sage is returned. The error message identifies the field #sahot entered or default values will be used.

If the drivetype(-r) and drivedevicetypg-y) options are used, these names must be compatible. If not, an
error message will be returned identifying the mismatch.

Thefsconfig -mcommand is used to modify a\dj disk, or subsystem. Tertiary Manager software can be
active a inactve. To modify a tape drie the software must be ao

Thefsconfig -dcommand is used to delete components from the sysTertiary Manager software can be

in the actve a inactive gate during this process. The component identifier or alias is required. When delet-
ing tape drte cmponents, the software must be\az@nd no medium can be mounted in thevelriwhen
deleting a subsystem, thewds associated with the subsystem will need to be deleted before the subsystem
is deleted.

Thefsconfig -scommand is used to update tapeveliievice paths for the system and will not adavren-
tries. If enabled in the system parameters fide sysparmSCSI-3 persistent reservations will be estab-
lished for all configured tape #as. Thisoption is typically used when the Tertiary Manager software is
started.

The fsconfig -L command is used to release SCSI-3 persistent reservations and unregister tagoreserv
key from all configured tape aks. Thisoption is typically used when the Tertiary Manager software is
stopped.

Submitting thefsconfig{1l) command with no options generates a reporvstgpall Quantum hardare
components and storage subsystems that are currently configined option with a component identifi-
er reports specifically on that component. Fiheption with a component alias reports for a specific com-
ponent alias. When specifying component alias’ with-ttggtion, alias names are case sevsitCompo-
nent alias names must match exactly or request will fail.
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REPORT STATUS
The processing parameters listed byfdo®nfig(l) command are as follows:
Device pathname Pahname for device
Compression Device compression enabled
User Alias Alias names or disk labels for disk s